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The Morse-Sard-Brown Theorem for Functionals on
Bounded Fréchet-Finsler Manifolds

Kaveh Eftekharinasab

Abstract. In this paper we study Lipschitz-Fredholm vector fields on
bounded Fréchet-Finsler manifolds. In this context we generalize the Morse-
-Sard-Brown theorem, asserting that if M is a connected smooth bounded
Fréchet-Finsler manifold endowed with a connection K and if ξ is a smooth
Lipschitz-Fredholm vector field on M with respect to K which satisfies con-
dition (WCV), then, for any smooth functional l on M which is associated
to ξ, the set of the critical values of l is of first category in R. Therefore,
the set of the regular values of l is a residual Baire subset of R.

1 Introduction
The notion of a Fredholm vector field on a Banach manifold B with respect to a
connection on B was introduced by Tromba [13]. Such vector fields arise naturally
in non-linear analysis from variational problems. There are geometrical objects
such as harmonic maps, geodesics and minimal surfaces which arise as the zeros
of a Fredholm vector field. Therefore, it would be valuable to study the critical
points of functionals which are associated to Fredholm vector fields. In [12], Tromba
proved the Morse-Sard-Brown theorem for this type of functionals in the case of
Banach manifolds. Such a theorem would have applications to problems in the
calculus of variations in the large such as Morse theory [11] and index theory [13].

The purpose of this paper is to extend the theorem of Tromba [12, Theorem 1
(MSB)] to a new class of generalized Fréchet manifolds, the class of the so-called
bounded Fréchet manifolds, which was introduced in [8]. Such spaces arise in ge-
ometry and physical field theory and have many desirable properties. For instance,
the space of all smooth sections of a fibre bundle (over closed or noncompact man-
ifolds), which is the foremost example of infinite dimensional manifolds, has the
structure of a bounded Fréchet manifold, see [8, Theorem 3.34]. The idea to intro-
duce this category of manifolds was to overcome some permanent difficulties (i.e.,
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problems of intrinsic nature) in the theory of Fréchet spaces. For example, the lack
of a non-trivial topological group structure on the general linear group of a Fréchet
space. As for the importance of bounded Fréchet manifolds, we refer to [3], [4]
and [8].

Essentially, to define the index of Fredholm vector fields we need the stability of
Fredholm operators under small perturbations, but this is unobtainable in the case
of proper Fréchet spaces (non-normable spaces) in general, see [3]. Also, we need a
subtle notion of a connection via a connection map, but (because of the aforemen-
tioned problem) such a connection can not be constructed for Fréchet manifolds
in general (cf. [2]). However, in the case of bounded Fréchet manifolds under
the global Lipschitz assumption on Fredholm operators, the stability of Lipschitz-
-Fredholm operators was established in [3]. In addition, the notion of a connection
via a connection map was defined in [4]. By using these results, we introduce the
notion of a Lipschitz-Fredholm vector field in Section 3. With regard to a kind of
compactness assumption (condition (WCV)), which one needs to impose on vector
fields, we will be interested in manifolds which admit a Finsler structure. We then
define Finsler structures for bounded Fréchet manifolds in Section 4. Finally, after
we explained all subsequent portions for proving the Morse-Sard-Brown theorem,
we formulate the theorem in the setting of Finsler manifolds in Section 5. A key
point in the proof of the theorem is Proposition 2 which in its simplest form says
that a Lipschitz-Fredholm vector field ξ near origin locally has a representation of
the form ξ(u, v) = (u, η(u, v)), where η is a smooth map. Indeed, this is a conse-
quence of the inverse function theorem (Theorem 3). One of the most important
advantage of the category of bounded Fréchet manifold is the availability of the
inverse function theorem of Nash and Moser (see [8]).

Morse theory and index theories for Fréchet manifolds have not been developed.
Nevertheless, our approach provides some essential tools (such as connection maps,
covariant derivatives, Finsler structures) which would create a proper framework
for these theories.

2 Preliminaries
In this section we summarize all the necessary preliminary material that we need
for a self-contained presentation of the paper. We shall work in the category of
smooth manifolds and bundles. We refer to [4] for the basic geometry of bounded
Fréchet manifolds.

A Fréchet space (F, d) is a complete metrizable locally convex space whose
topology is defined by a complete translation-invariant metric d. A metric with
absolutely convex balls will be called a standard metric. Note that every Fréchet
space admits a standard metric which defines its topology: If (αn) is an arbitrary
sequence of positive real numbers converging to zero and if (ρn) is any sequence of
continuous seminorms defining the topology of F , then

dα, ρ(e, f) := sup
n∈N

αn
ρn(e− f)

1 + ρn(e− f)
(1)

is a metric on F with the desired properties. We shall always define the topology
of Fréchet spaces with this type of metrics. Let (E, g) be another Fréchet space
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and let Lg,d(E,F ) be the set of all linear maps L : E → F such that

Lip(L)g,d := sup
x∈E\{0}

d(L(x), 0)

g(x, 0)
<∞.

We abbreviate Lg(E) := Lg,g(E,E) and write Lip(L)g = Lip(L)g,g for L ∈ Lg(E).
The metric Dg,d defined by

Dg,d : Lg,d(E,F )× Lg,d(E,F ) −→ [0,∞), (L,H) 7→ Lip(L−H)g,d , (2)

is a translation-invariant metric on Ld,g(E,F ) turning it into an Abelian topological
group (see [6, Remark 1.9]). The latter is not a topological vector space in general,
but a locally convex vector group with absolutely convex balls. The topology on
Ld,g(E,F ) will always be defined by the metric Dg,d. We shall always equip the
product of any finite number k of Fréchet spaces (Fi, di), 1 ≤ i ≤ k, with the
maximum metric

dmax

(
(x1, . . . , xk), (y1, . . . , yk)

)
:= max

1≤i≤k
di(xi, yi).

Let E,F be Fréchet spaces, U an open subset of E and P : U → F a continuous
map. Let CL(E,F ) be the space of all continuous linear maps from E to F
topologized by the compact-open topology. We say P is differentiable at a point
p ∈ U if there exists a linear map dP (p) : E → F such that

dP (p)h = lim
t→0

P (p+ th)− P (p)

t
,

for all h ∈ E. If P is differentiable at all points p ∈ U , if dP (p) : U → CL(E,F )
is continuous for all p ∈ U and if the induced map

P ′ : U × E → F, (u, h) 7→ dP (u)h

is continuous in the product topology, then we say that P is Keller-differentiable.
We define P (k+1) : U × Ek+1 → F inductively by

P (k+1)(u, f1, ..., fk+1) = lim
t→0

P (k)(u+ tfk+1)(f1, ..., fk)− P (k)(u)(f1, ..., fk)

t
.

If P is Keller-differentiable, dP (p) ∈ Ld,g(E,F ) for all p ∈ U , and the induced
map dP (p) : U → Ld,g(E,F ) is continuous, then P is called b-differentiable. We
say P is MC0 and write P 0 = P if it is continuous. We say P is an MC1 and write
P (1) = P ′ if it is b-differentiable. Let Ld,g(E,F )0 be the connected component
of Ld,g(E,F ) containing the zero map. If P is b-differentiable and if V ⊆ U is
a connected open neighbourhood of x0 ∈ U , then P ′(V ) is connected and hence
contained in the connected component P ′(x0)+Ld,g(E,F )0 of P ′(x0) in Ld,g(E,F ).
Thus,

P ′|V − P ′(x0) : V → Ld,g(E,F )0
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is again a map between subsets of Fréchet spaces. This makes possible a recursive
definition: If P is MC1 and V can be chosen for each x0 ∈ U such that

P ′|V − P ′(x0) : V → Ld,g(E,F )0

is MCk−1, then P is called an MCk-map. We make a piecewise definition of P (k)

by P (k)|V := (P ′|V − P ′(x0))
(k−1) for x0 and V as before. The map P is MC∞ if

it is MCk for all k ∈ N0. We shall denote the derivative of P at p by DP (p).
A bounded Fréchet manifold is a second countable Hausdorff space with an atlas

of coordinate charts taking their values in Fréchet spaces such that the coordinate
transition functions are all MC∞-maps.

3 Lipschitz-Fredholm vector fields
Throughout the paper we assume that (F, d) is a Fréchet space and M is a bounded
Fréchet manifold modelled on F . Let (Uα, ϕα)α∈A be a compatible atlas for M .
The latter gives rise to a trivializing atlas (π−1

M (Uα), ψα)α∈A on the tangent bundle
πM : TM →M , with

ψα : π−1
M (Uα)→ ϕα(Uα)× F, j1

p(f) 7→
(
ϕα(p), (ϕα ◦ f)′(0)

)
,

where j1
p(f) stands for the 1-jet of an MC∞-mapping f : R → M that sends

zero to p ∈ M . Let N be another bounded Fréchet manifold and h : M → N
an MCk-map. The tangent map Th : TM → TN is defined by Th(j1

p(f)) =
j1
h(p)(h ◦ f). Let ΠTM : T (TM) → TM be an ordinary tangent bundle over TM

with the corresponding trivializing atlas
(
Π−1
TM (π−1

M (Uα)), ψ̃α
)
α∈A. A connection

map on the tangent bundle TM (possible also for general vector bundles) was
defined in [4]. It is a smooth bundle morphism

K : T (TM)→ TM

such that the maps τα : ϕα(Uα)× F → Ld(F ) defined by the local forms

Kα := ψα ◦ K ◦ (ψ̃α)−1 : ϕα(Uα)× F × F × F → ϕα(Uα)× F, α ∈ A (3)

of K by the rule
Kα(f, g, h, k) = (f, k + τα(f, g) · h),

are smooth. A connection on M is a connection map on its tangent bundle πM :
TM → M . A connection K is linear if and only if it is linear on the fibres of
the tangent map. Locally Tπ is the map Uα × F × F × F → Uα × F defined by
Tπ(f, ξ, h, γ) = (f, h), hence locally its fibres are the spaces {f} × F × {h} × F .
Therefore, K is linear on these fibres if and only if the maps (g, k) 7→ k+ τα(f, g)h
are linear, and this means that the mappings τα need to be linear with respect to
their second variables.

A linear connection K is determined by the family (Γα)α∈A of its Christoffel
symbols consisting of smooth mappings

Γα : ϕα(Uα)→ L(F × F ;F ), p 7→ Γα(p)

defined by Γα(p)(g, h) = τα(p, g)h.
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Remark 1. If ϕ : U ⊂ M → F is a local coordinate chart for M , then a vector
field ξ on M induces a vector field ξ on F called the local representative of ξ by
the formula ξ(x) = Tϕ · ξ(ϕ−1(x)). Here and in what follows we use ξ itself to
denote this local representation.

In the following we adopt Elliason’s definition of a covariant derivative [5].

Definition 1. Let πM : TM →M be the tangent bundle of M . Let N be a bounded
Fréchet manifold modelled on F , λ : N →M a Fréchet vector bundle with fibre F ,
and Kλ a connection map on TN . If ξ : M → N is a smooth section of λ, we
define the covariant derivative of ξ at p ∈M to be the bundle map ∇ξ : TM → N
given by

∇ξ(p) = Kλ ◦ Tpξ, Tpξ = Tξ|TpM .

In a local coordinate chart (U,Φ) we have

∇ξ(x) · y = D ξ(x) · y + ΓΦ(x) · (y, ξ(x)),

where ΓΦ is the Christoffel symbol for Kλ with respect to the chart (U,Φ).

The covariant derivative ∇ξ(p) is a linear map from the tangent space TpM to
Fp := λ−1(p). This is because it is the combination of the tangent map Tpξ that
maps TpM linearly into Tξ(p)N with Kλ which is a linear map from Tξ(p)N to Fp.

Definition 2. ([3], Definition 3.2) Let (F, d) and (E, g) be Fréchet spaces. A map ϕ
in Lg,d(E,F ) is called a Lipschitz-Fredholm operator if it satisfies the following
conditions:

1. The image of ϕ is closed.

2. The dimension of the kernel of ϕ is finite.

3. The co-dimension of the image of ϕ is finite.

We denote by LF(E,F ) the set of all Lipschitz-Fredholm operators from E into F .
For ϕ ∈ LF(E,F ) we define the index of ϕ as follows:

Indϕ = dim kerϕ− codim Imgϕ.

Theorem 1. ([3], Theorem 3.2) LF(E,F ) is open in Lg,d(E,F ) with respect to
the topology defined by the metric (2). Furthermore, the function T → IndT is
continuous on LF(E,F ), and hence it is constant on the connected components of
LF(E,F ).

Now we define a Lipschitz-Fredholm vector field on M with respect to a connection
on M .

Definition 3. A smooth vector field ξ : M → TM is called Lipschitz-Fredholm with
respect to a connection K : T (TM)→ TM if for each p ∈M , ∇ξ(p) : TpM → TpM
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is a linear Lipschitz-Fredholm operator. The index of ξ at p is defined to be the
index of ∇ξ(p), that is

Ind∇ξ(p) = dim ker∇ξ(p)− codim Img∇ξ(p).

By Theorem 1, if M is connected, then the index is independent of the choice of p,
and the common value is called the index of ξ. If M is not connected, then the
index is constant on its components, and we shall require it to be the same on all
these components.

Remark 2. Note that the notion of a Lipschitz-Fredholm vector field depends on
the choice of the connection K. If p is a zero of ξ, ξ(p) = 0, then by Definition 1
we have ∇ξ(p) = D ξ(p), and hence the covariant derivative at p does not depend
on K. In this case, the derivative of ξ at p, D ξ(p), can be viewed as a linear
endomorphism from TpM into itself.

4 Finsler structures
A Finsler structure on a bounded Fréchet manifold M is defined in the same way
as in the case of Fréchet manifolds (see [1] for the definition of Fréchet-Finsler
manifolds). However, we need a countable family of seminorms on its Fréchet model
space F which defines the topology of F . As mentioned in the Preliminaries, we
always define the topology of a Fréchet space by a metric with absolutely convex
balls. One reason for this consideration is that a metric with this property can give
us back the original seminorms. More precisely:

Remark 3. ([8], Theorem 3.4) Assume that (E, g) is a Fréchet space and g is a
metric with absolutely convex balls. Let Bg1

i

(0) :=
{
y ∈ E | g(y, 0) < 1

i

}
, and

suppose that (Ui)i∈N is a family of convex subsets of Bg1
i

(0). Define the Minkowski

functionals

‖v‖i := inf

{
ε > 0

∣∣∣∣ ε ∈ R,
1

ε
· v ∈ Ui

}
.

These Minkowski functionals are continuous seminorms on E. A collection (‖v‖i)i∈N
of these seminorms gives the topology of E.

Definition 4. Let F be as before. Let X be a topological space and V = X × F
the trivial bundle with fibre F over X. A Finsler structure for V is a collection of
functions ‖·‖n : V → R+, n ∈ N, such that

1. For any fixed b ∈ X, ‖(b, x)‖n = ‖x‖nb is a collection of seminorms on F
which gives the topology of F .

2. Given K > 1 and x0 ∈ X, there exits a neighborhood U of x0 such that

1

K
‖f‖nx0

5 ‖f‖nx 5 K‖f‖nx0
(4)

for all x ∈ U , n ∈ N, f ∈ F .
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Let πM : TM → M be the tangent bundle of M and let ‖·‖n : TM → R+,
n ∈ N, be a family of functions. We say that (‖·‖n)n∈N is a Finsler structure for
TM if for a given m0 ∈ M and any open neighborhood U of m0 which trivializes
the tangent bundle TM , i.e., there exists a diffeomorphism

ψ : π−1
M (U) ≈ U ×

(
Fm0

:= π−1
M (m0)

)
,

the family (‖·‖n ◦ ψ−1)n∈N is a Finsler structure for U × Fm0 .

Definition 5. A bounded Fréchet-Finsler manifold is a bounded Fréchet manifold
together with a Finsler structure on its tangent bundle.

Proposition 1. Let N be a paracompact bounded Fréchet manifold modelled on
a Fréchet space (E, g). If all seminorms ‖·‖i, i ∈ N, (which are defined as in
Remark 3) are smooth maps on E \ {0}, then N admits a partition of unity.
Moreover, N admits a Finsler structure.

Proof. See [1], Propositions 3 and 4. �

If (‖·‖n)n∈N is a Finsler structure for M then eventually we can obtain a graded
Finsler structure, denoted again by (‖·‖n)n∈N, for M (see [1]). Let (‖·‖n)n∈N be
a graded Finsler structure for M . We define the length of piecewise MC1-curve
γ : [a, b]→M by

Ln(γ) =

∫ b

a

‖γ′(t)‖nγ(t) dt.

On each connected component of M , the distance is defined by

ρn(x, y) = inf
γ
Ln(γ),

where the infimum is taken over all continuous piecewise MC1-curve connecting x
to y. Thus, we obtain an increasing sequence of pseudometrics ρn(x, y) and define
the distance ρ by

ρ(x, y) =

n=∞∑
n=1

1

2n
· ρn(x, y)

1 + ρn(x, y)
. (5)

Lemma 1. ([1], Lemma 2) A family (σi)i∈N of pseudometrics on F defines
a unique topology T such that for every sequence (xn)n∈N ⊂ F , we have xn → x
in the topology T if and only if σi(xn, x) → 0, for all i ∈ N. The topology is
Hausdorff if and only if x = y when all σi(x, y) = 0. In addition,

σ(x, y) =

∞∑
n=1

1

2n
· σn(x, y)

1 + σn(x, y)

is a pseudometric on F , which defines the same topology.

With the aid of this lemma, the proof of the following theorem is quite similar
to the proof given for Banach manifolds (cf. [10]).
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Theorem 2. Suppose M is a connected manifold endowed with a Finsler structure
(‖·‖n)n∈N. Then the distance ρ defined by (5) is a metric for M . Furthermore, the
topology induced by this metric coincides with the original topology of M .

Proof. The distance ρ is pseudometric by Lemma 1. We prove that ρ(x0, y0) > 0
if x0 6= y0. Let (‖·‖n)n∈N be the family of all seminorms on F (which are defined
as in Remark 3). Given x0 ∈M , let ϕ : U → F be a chart for M with x0 ∈ U and
ϕ(x0) = u0. Let y0 ∈M , and let γ : [a, b]→M be an MC1-curve connecting x0 to
y0. Let Br(u0) be a ball with center u0 and radius r > 0. Choose r small enough
so that U := ϕ−1(Br(u0)) ⊂ U and for a given K > 1,

1

K
‖f‖nx0

5 ‖f‖nx 5 K‖f‖nx0
,

for all x ∈ U , n ∈ N, f ∈ F . Let I = [a, b] and µ(t) := ϕ ◦ γ(t). If γ(I) ⊂ U , then
let β = b. Otherwise, let β be the first t > 0 such that ‖µ(t) − u0‖n = r for all
n ∈ N. Then, since for every x ∈ U the map φ(x) : TxM → F given by j1

x 7→ ϕ(x)
is a homeomorphism, it follows that for all n ∈ N we have∫ b

a

‖γ′(t)‖nγ(t) dt ≥ 1

K

∫ β

a

‖φ−1(x) ◦ µ′(t)‖nx0
dt ≥ k1

∫ β

a

‖µ′(t))‖ndt

≥ k1‖
∫ β

a

µ′(t)dt‖n = k1‖µ(β)− µ(a)‖n for some k1 > 0.

(The last inequality follows from [7, Theorem 2.1.1].) Thereby, if x0 6= y0 then
ρn(x0, y0) > 0 and hence ρ(x0, y0) > 0. Now we prove that the topology induced
by ρ coincides with the topology of M . By virtue of Lemma 1, we only need to
show that (ρn)n∈N induces the topology which is consistent with the topology of
M . If xi → x0 in M then eventually xi ∈ U . Define λi : [0, 1]→ U , an MC1-curve
connecting x0 to xi, by λi(t) := tϕ(xi). Then, for all n ∈ N

ρn(xi, x0) ≤ Ln(λi) =

∫ 1

0

‖λ′i‖nλi(t)
dt =

∫ 1

0

‖ϕ(xi)‖ntϕ(xi)
dt

≤ K
∫ 1

0

‖ϕ(xi)‖nx0
dt = K‖ϕ(xi)‖n.

But ϕ(xi) → 0 as xi → x0, thereby ρn(xi, x0) → 0 for all n ∈ N. Conversely, if
for all n ∈ N, ρn(xi, x0)→ 0 then eventually we can choose r small enough so that
xi ∈ U . Then, for all n ∈ N we have ‖ϕ(xi)‖nx0

≤ Kρn(xi, x0) so ‖ϕ(xi)‖nx0
→ 0 in

Tx0M , whence ϕ(xi)→ 0. Therefore, xi → x0 in U and hence in M . �

The metric ρ is called the Finsler metric for M .

5 Morse-Sard-Brown Theorem
In this section we prove the Morse-Sard-Brown theorem for functionals on bounded
Fréchet-Finsler manifolds. The proof relies on the following inverse function theo-
rem.
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Theorem 3 (Inverse Function Theorem for MCk-maps). ([6], Proposition 7.1)
Let (E, g) be a Fréchet space with standard metric g. Let U ⊂ E be open, x0 ∈ U
and f : U ⊂ E → E an MCk-map, k ≥ 1. If f ′(x0) ∈ Aut (E), then there exists an
open neighbourhood V ⊆ U of x0 such that f(V ) is open in E and f |V : V → f(V )
is an MCk-diffeomorphism.

The following consequence of this theorem is an important technical tool.

Proposition 2 (Local representation). Let F1, F2 be Fréchet spaces and U an open
subset of F1 × F2 with (0, 0) ∈ U . Let E2 be another Fréchet space and
φ : U → F1 × E2 an MC∞-map with φ(0, 0) = (0, 0). Assume that the par-
tial derivative D1 φ(0, 0) : F1 → F1 is linear isomorphism. Then there exists a local
MC∞-diffeomorphism ψ from an open neighbourhood V1 × V2 ⊆ F1 × F2 of (0, 0)
onto an open neighbourhood of (0, 0) contained in U such that

φ ◦ ψ(u, v) = (u, µ(u, v)),

where µ : V1 × V2 → E2 is an MC∞-mapping.

Proof. Let φ = φ1 × φ2, where φ1 : U → F1 and φ2 : U → E2. By assumption we
have D1 φ1(0, 0) = D1 φ(0, 0)|F1

∈ Iso(F1, F1). Define the map

g : U ⊂ F1 × F2 → F1 × E2, g(u1, u2) :=
(
φ1(u1, u2), u2

)
locally at (0, 0). Then, for all u = (u1, u2) ∈ U, f1 ∈ F1, f2 ∈ F2 we have

D g(u) · (f1, f2) =

(
D1 φ1(u) D2 φ1(u)

0 IdE2

)(
f1

f2

)
,

and hence D g(u) is a linear isomorphism at (0, 0). By the inverse function theorem,
there are open sets U ′ and V = V1× V2 and an MC∞-diffeomorphism Ψ : V → U ′

such that (0, 0) ∈ U ′ ⊂ U, g(0, 0) ∈ V ⊂ F1 × E2, and Ψ−1 = g|U ′ . Hence if
(u, v) ∈ V , then

(u, v) = (g ◦Ψ)(u, v) = g
(
Ψ1(u, v),Ψ2(u, v)

)
=
(
φ1 ◦Ψ1(u, v),Ψ2(u, v)

)
,

where Ψ = Ψ1 × Ψ2. This shows that Ψ2(v, v) = v and (φ1 ◦ Ψ)(u, v) = u. If
η = φ2 ◦Ψ, then

(φ ◦Ψ)(u, v) =
(
φ1 ◦Ψ(u, v), φ2 ◦Ψ(u, v)

)
= (u, η(u, v)).

This completes the proof. �

In the sequel, we assume that M is connected and it is endowed with a Finsler
structure (‖·‖n)n∈N and the induced Finsler metric ρ.

Definition 6. Let l : M → R be an MC∞-functional and ξM → TM a smooth
vector field. By saying that l and ξ are associated we mean D l(p) = 0 if and only
if ξ(p) = 0. A point p ∈ M is called a critical point for l if D l(p) = 0. The
corresponding value l(p) is called a critical value. Values other than critical are
called regular values. The set of all critical points of l is denoted by Critl.
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The following is our version of the compactness condition due to Tromba [11].

Condition 1 (CV). Let (mi)i∈N be a bounded sequence in M . We say that a vector
field ξ : M → TM satisfies condition (CV) if ‖ξ(mi)‖n → 0 for all n ∈ N implies
that (mi)i∈N has a convergent subsequence.

If ξ satisfies condition (CV) then the set of its zeros in any closed bounded set is
compact (see [11, Proposition 1, p. 55]). This property turns out to be important.
We then say ξ satisfies condition (WCV) if the set of its zeros in any closed bounded
set is compact.

A subset G of a Fréchet space E is called topologically complemented or split
in E if there is another subspace H of E such that E is homeomorphic to the
topological direct sum G ⊕ H. In this case we call H a topological complement
of G in F .

We need the following facts:

Theorem 4. ([8], Theorem 3.14) Let E be a Fréchet space. Then

1. Every finite-dimensional subspace of E is closed.

2. Every closed subspace G ⊂ E with codim(G) = dim(E/G) <∞ is topologi-
cally complemented in E.

3. Every finite-dimensional subspace of E is topologically complemented.

4. Every linear isomorphism G⊕H → E between the direct sum of two closed
subspaces and E, is a homeomorphism.

The proof of the Morse-Sard-Brown theorem requires Proposition 2 and Theorem 4.
Except the arguments which involve these results and the Finslerian nature of
manifolds, the rest of arguments are similar to that of Banach manifolds case,
see [12, Theorem 1].

Theorem 5 (Morse-Sard-Brown Theorem). Assume that (M,ρ) is endowed with
a connection K. Let ξ be a smooth Lipschitz-Fredholm vector field on M with
respect to K which satisfies condition (WCV). Then, for any MC∞-functional l
on M which is associated to ξ, the set of its critical values l(Critl) is of first category
in R. Therefore, the set of the regular values of l is a residual Baire subset of R.

Proof. We can assume M =
⋃
i∈NMi, where all the Mi’s are closed bounded balls

of radius i about some fixed point m0 ∈ M . The boundedness and the radii of
balls are relative to the Finsler metric ρ. Thus to conclude the proof it suffices to
show that the image l(CB) of the set CB of the zeros of ξ in some bounded set B is
compact without interior. If, in addition, B is closed, then CB is compact because
ξ satisfies condition (WCV).

Let B be a closed bounded set and let CB as before. If p ∈ CB then eventually
ξ(p) = 0. Since CB is compact we only need to show that for a bounded neigh-
bourhood U of p, l(CB ∩ U) is compact without interior. In other words, we can
work locally. Therefore, we may assume without loss of generality that p = 0 ∈ F
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and ξ, l are defined locally on an open neighbourhood of p. An endomorphism
D ξ(p) : F → F is a Lipschitz-Fredholm operator because ξ is a Lipschitz-Fredholm
vector field (see Remark 2). Thereby, in the light of Theorem 4 it has a split
image F1 with a topological complement F2 and a split kernel E2 with a topo-
logical complement E1. Moreover, D ξ(p) maps E1 isomorphically onto F1 so we
can identify F1 with E1. Then, by Proposition 2, there is an open neighborhood
U ⊂ E1×E2 of p such that ξ(u, v) = (u, η(u, v)) for all (u, v) ∈ U , where η : U → F2

is an MC∞-map. Thus, if ξ(u, v) = 0 = (u, η(u, v)) then u = 0. Therefore, in this
local representation, the zeros of ξ (and hence the critical points of l) in U are in
U1 := U ∩ ({0} × E2). The restriction of l, lU1

: U1 → R, is again MC∞ and
CB ∩ U = CB ∩ U1 so l(CB ∩ U) = l(CB ∩ U1).

We have for some constant k ∈ N, dimU1 = dimE2 = k because ξ(p) is
a Lipschitz-Fredholm operator and E2 is its kernel. Thus, by the classical Sard
theorem, l(CB ∩ U1) has measure zero (note that MCk-differentiability implies
the usual Ck-differentiability for maps of finite dimensional manifolds). Therefore,
since CB ∩ U1 is compact it follows that l(CB ∩ U1) is compact without interior
and hence l(CB ∩ U) is compact without interior. �

Remark 4. From the preceding proof we see that dimF2 = m, where m ∈ N is
constant. Thus, the index of ξ is the Ind ξ = dimE2 − dimF2 = k −m.
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49–54.

[2] C.T.J. Dodson: Some recent work in Fréchet geometry. Balkan J. Geometry and Its
Applications 17 (2) (2012) 6–21.

[3] K. Eftekharinasab: Sard’s theorem for mappings between Fréchet manifolds. Ukrainian
Math. J. 62 (12) (2011) 1896–1905.

[4] K. Eftekharinasab: Geometry of Bounded Fréchet Manifolds. Rocky Mountain J. Math.,
to appear().

[5] H. Eliasson: Geometry of manifolds of maps. J. Differential Geometry 1 (1967) 169–194.

[6] H. Glöckner: Implicit functions from topological vector spaces in the presence of metric
estimates. preprint, Arxiv:math/6612673(2006).

[7] R.S. Hamilton: The inverse function theorem of Nash and Moser. Bulletin of the AMS 7
(1982) 65–222.

[8] O. Müller: A metric approach to Fréchet geometry. Journal of Geometry and Physics 58
(11) (2008) 1477–1500.

[9] R.S. Palais: Lusternik-Schnirelman theory on Banach manifolds. Topology 5 (2) (1966)
115–132.

[10] R.S. Palais: Critical point theory and the minimax principle. Proc. Symp. Pur. Math.
15 (1970) 185–212.

[11] A.J. Tromba: A general approach to Morse theory. J. Differential Geometry 12 (1)
(1977) 47–85.



112 Kaveh Eftekharinasab

[12] A.J. Tromba: The Morse-Sard-Brown theorem for functionals and the problem of
Plateau. Amer. J. Math. 99 (1977) 1251–1256.

[13] A.J. Tromba: The Euler characteristic of vector fields on Banach manifolds and a
globalization of Leray-Schauder degree. Advances in Mathematics 28 (2) (1978) 148–173.

Author’s address:
Kaveh Eftekharinasab, Topology dept., Institute of Mathematics of NAS of
Ukraine, Tereshchenkivs’ka str. 3, 01601 Kyiv, Ukraine

E-mail: kaveh a©imath.kiev.ua

Received: 25 August, 2014
Accepted for publication: 24 August, 2015
Communicated by: Olga Rossi



Communications in Mathematics 23 (2015) 113–117
Copyright c© 2015 The University of Ostrava 113

On X4
1 +4X4

2 = X8
3 +4X8

4 and Y 4
1 = Y 4

2 +Y 4
3 +4Y 4

4

Susil Kumar Jena

Abstract. The two related Diophantine equations: X4
1 +4X4

2 = X8
3 +4X8

4

and Y 4
1 = Y 4

2 +Y 4
3 +4Y 4

4 , have infinitely many nontrivial, primitive integral
solutions. We give two parametric solutions, one for each of these equations.

1 Introduction
In this note, we study the two related Diophantine equations

X4
1 + 4X4

2 = X8
3 + 4X8

4 (1)

and

Y 4
1 = Y 4

2 + Y 4
3 + 4Y 4

4 . (2)

It seems that no parametric solutions are known for (1). Choudhry [1] has found
parametric solutions of a similar equation

A4 + 4B4 = C4 + 4D4

involving only fourth powers. Though, the parametric solution of (2) is already
known which is based on the identity

(p4 + 2q4)4 = (p4 − 2q4)4 + (2p3q)4 + 4(2pq3)4,

we give a new parametric solution of (2). For a historical background and references
of these equations, and similar Diophantine problems on fourth powers, we refer
to Guy ([3], pp. 215–218) and Dickson ([2], pp. 647–648). The parameterisations
of (1) and (2) are based on a result from our paper [4] in which we proved the
following theorem:

2010 MSC: 11D41, 11D72
Key words: Diophantine equation A4 + nB4 = C2, Diophantine equation A4 − nB4 = C2,

Diophantine equation X4
1 + 4X4

2 = X8
3 + 4X8

4 , Diophantine equation Y 4
1 = Y 4

2 + Y 4
3 + 4Y 4

4
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Theorem 1. (Jena, [4]) For any integer n, if (At, Bt, Ct) is a solution of the Dio-
phantine equation

A4 + nB4 = C2 (3)

with A, B, C as integers, then (At+1, Bt+1, Ct+1) is also the solution of the same
equation such that

(At+1, Bt+1, Ct+1) =
{

(A4
t − nB4

t ), (2AtBtCt), (A
8
t + 6nA4

tB
4
t + n2B8

t )
}

(4)

and if At, nBt, Ct are pairwise coprime and At, nBt are of opposite parity, then
At+1, nBt+1, Ct+1 will also be pairwise coprime and At+1, nBt+1 will be of opposite
parity with At+1, Bt+1, Ct+1 as an odd, even, odd integer respectively.

Changing n to −n at appropriate places in Theorem 1, we get its equivalent
theorem:

Theorem 2. For any integer n, if (At, Bt, Ct) is a solution of the Diophantine
equation

A4 − nB4 = C2 (5)

with A, B, C as integers, then (At+1, Bt+1, Ct+1) is also the solution of the same
equation such that

(At+1, Bt+1, Ct+1) =
{

(A4
t + nB4

t ), (2AtBtCt), (A
8
t − 6nA4

tB
4
t + n2B8

t )
}

(6)

and if At, nBt, Ct are pairwise coprime and At, nBt are of opposite parity, then
At+1, nBt+1, Ct+1 will also be pairwise coprime and At+1, nBt+1 will be of opposite
parity with At+1, Bt+1, Ct+1 as an odd, even, odd integer respectively.

Theorem 1 and Theorem 2 are based on two equivalent polynomial identities

(a− b)4 + 16ab(a+ b)2 = (a2 + 6ab+ b2)2;

and

(a+ b)4 − 16ab(a− b)2 = (a2 − 6ab+ b2)2,

which can be used to parameterise (3) and (5) respectively.

2 Core Results
The following lemma will be used for obtaining the main results of this paper.

Lemma 1. The Diophantine equation

c4 − 2d4 = t2 (7)

has infinitely many non-zero, coprime integral solutions for (c, d, t).
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Proof. The integral solutions of (7) are generated by using Theorem 2. If we take
the initial solution of (7) as (c1, d1, t1) = (3, 2, 7), then from (6) we get the next
solution

(c2, d2, t2) =
{

(c41 + 2d4
1), (2c1d1t1), (c81 − 6× 2c41d

4
1 + 22d8

1)
}

= (113, 84,−7967).

We take (c2, d2, t2) = (113, 84, 7967) as c, d and t are raised to even powers in (7).
Note that (c1, 2d1, t1) = (3, 4, 7) are pairwise coprime, c1 = 3 is odd, and 2d1 = 4
is even. So, according to Theorem 2 we expect (c2, 2d2, t2) to be pairwise co-
prime, and c2 and 2d2 to be of opposite parity. In fact, our expectation is true as
(c2, 2d2, t2) = (113, 168, 7967) are pairwise coprime, c2 = 113 is odd, and 2d2 = 168
is even. Thus, (7) has infinitely many non-zero and coprime integral solutions. �

It is easy to verify the two polynomial identities

(a+ b)4 − (a− b)4 = 8ab(a2 + b2); (8)

and

(c4 − 2d4)2 + 4(cd)4 = c8 + 4d8 (9)

by direct computation.
Put c4 − 2d4 = t2 from (7) in (9) to get

t4 + 4(cd)4 = c8 + 4d8. (10)

Putting a = c4 and b = 2d4 in (8) we get

(c4 + 2d4)4 − (c4 − 2d4)4 = 16c4d4(c8 + 4d8);

⇒(c4 + 2d4)4 = (c4 − 2d4)4 + (2cd)4{t4 + 4(cd)4}; [from (10)]

⇒(c4 + 2d4)4 = (c4 − 2d4)4 + (2cdt)4 + 4(2c2d2)4. (11)

2.1 Diophantine equation X4
1 + 4X4

2 = X8
3 + 4X8

4

Theorem 3. The Diophantine equation

X4
1 + 4X4

2 = X8
3 + 4X8

4 (12)

has infinitely many nontrivial, primitive integral solutions for (X1, X2, X3, X4).
To get the primitive solutions of (12), we assume that gcd(X1, X2, X3, X4) = 1.

Proof. In accordance with Lemma 1, we have infinitely many integral values of
c, d, t with c4−2d4 = t2 and gcd(c, 2d) = 1 for which (10) has solutions. Comparing
(12) with (10) we get (X1, X2, X3, X4) = (t, cd, c, d). Since X3 = c, X4 = d and
gcd(c, 2d) = 1, we get gcd(X3, X4) = 1, and hence, gcd(X1, X2, X3, X4) = 1. So,
(12) has infinitely many nontrivial, primitive integral solutions for (X1, X2, X3, X4).

�
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Example 1.

(c1, d1, t1) = (3, 2, 7) : (X11
, X21

, X31
, X41

) = (t1, c1d1, c1, d1) = (7, 6, 3, 2);

⇒ 74 + 4× 64 = 38 + 4× 28.

(c2, d2, t2) = (113, 84, 7967) : (X12 , X22 , X32 , X42)

= (t2, c2d2, c2, d2) = (7967, 9492, 113, 84);

⇒ 79674 + 4× 94924 = 1138 + 4× 848.

2.2 Diophantine equation Y 4
1 = Y 4

2 + Y 4
3 + 4Y 4

4

Theorem 4. The Diophantine equation

Y 4
1 = Y 4

2 + Y 4
3 + 4Y 4

4 (13)

has infinitely many nontrivial, primitive integral solutions for (Y1, Y2, Y3, Y4). To
get the primitive solutions of (13), we assume that (Y1, Y2, Y3, Y4) = 1.

Proof. Using Lemma 1, we get infinitely many integral values of c, d, t such that
c4 − 2d4 = t2 and gcd(c, 2d) = 1 for which (11) is satisfied. Comparing (13) with
(11) we get

(Y1, Y2, Y3, Y4) =
{

(c4 + 2d4), (c4 − 2d4), 2cdt, 2c2d2
}
.

Since gcd(c, 2d) = 1, we have

gcd
(
(c4 + 2d4), (c4 − 2d4)

)
= 1.

Thus, gcd(Y1, Y2) = 1; or, gcd(Y1, Y2, Y3, Y4) = 1. So, (13) has infinitely many
nontrivial, primitive integral solutions for (Y1, Y2, Y3, Y4). �

Example 2.

(c1, d1, t1) = (3, 2, 7) :

(Y11 , Y21 , Y31 , Y41) =
{

(c41 + 2d4
1), (c41 − 2d4

1), 2c1d1t1, 2c
2
1d

2
1

}
= (113, 49, 84, 72);

=
{

(c41 + 2d4
1), t21, 2c1d1t1, 2c

2
1d

2
1

}
= (113, 72, 84, 72).

⇒ 1134 = 494 + 844 + 4× 724 = 78 + 844 + 4× 724.

(c2, d2, t2) = (113, 84, 7967) :

(Y12
, Y22

, Y32
, Y42

) =
{

(c42 + 2d4
2), (c42 − 2d4

2), 2c2d2t2, 2c
2
2d

2
2

}
= (262621633, 63473089, 151245528, 180196128);

=
{

(c42 + 2d4
2), t22, 2c2d2t2, 2c

2
2d

2
2

}
= (262621633, 79672, 151245528, 180196128).

⇒ 2626216334 = 634730894 + 1512455284 + 4× 1801961284;

= 79678 + 1512455284 + 4× 1801961284.
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3 Conclusion
We make no attempt of giving the complete parametric solutions to the two Dio-
phantine equations of the title. There might exist some singular solutions. It is
expected that the prospective scholars will continue further exploration to find the
complete solutions of these two equations.
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On the equivalence of control systems on Lie groups

Rory Biggs, Claudiu C. Remsing

Abstract. We consider state space equivalence and feedback equivalence in
the context of (full-rank) left-invariant control systems on Lie groups. We
prove that two systems are state space equivalent (resp. detached feedback
equivalent) if and only if there exists a Lie group isomorphism relating
their parametrization maps (resp. traces). Local analogues of these results,
in terms of Lie algebra isomorphisms, are also found. Three illustrative
examples are provided.

1 Introduction
Geometric control theory began in the late 1960s with the study of (nonlinear)
control systems by using concepts and methods from differential geometry (cf. [14],
[21]). In the spirit of Klein’s Erlanger Programm, a way of understanding the struc-
ture of a class of (geometric) objects is to define equivalence relations (or group
actions) and then to study their invariants. In order to understand the local geom-
etry of general control systems one needs to introduce natural equivalence relations
in the class of such systems or in various distinguished subclasses. We will consider
(smooth) control systems of the form

ẋ = Ξ(x, u), x ∈ M, u ∈ U (1)

where the state space M and the space of control parameters (shortly the input
space) U are smooth manifolds, and the map Ξ : M×U → TM is smooth. (Ξ defines
a family of smooth vector fields on M, smoothly parametrized by the controls.) The
class U of admissible controls is contained in the space of all U -valued measurable
maps defined on intervals of the real line R (see, e.g., [2], [14], [21]). We shall
denote a control system (1) by (M,Ξ) (cf. [3]). Let X = (Ξu = Ξ(·, u))u∈U be
the associated family of vector fields (on M). The control system Σ = (M,Ξ)

2010 MSC: 93B27, 22E60
Key words: left-invariant control system, state space equivalence, detached feedback equiva-

lence
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satisfies the Lie algebra rank condition (LARC) at x0 ∈ M provided the Lie algebra
(of vector fields on M) generated by X spans the whole tangent space Tx0M.

The most natural equivalence relation for such control systems is equivalence
up to coordinate changes in the state space. This is called state space equiva-
lence. Two control systems (M,Ξ) and (M′,Ξ′) are called state space equivalent
(shortly S-equivalent) if there exists a diffeomorphism φ : M→ M′ which transforms
Σ to Σ′; this amounts to saying that the diffeomorphism φ conjugates the families
X and X ′ (see [11]). S-equivalence is well understood. It establishes a one-to-one
correspondence between the trajectories of the equivalent systems. However, this
equivalence relation is very strong. We recall the following result due to Krener [16]
and Sussmann [20] (see also [2], [21]).

Proposition 1. Let Σ and Σ′ be two analytic control systems having the same input
space U = U ′ and satisfying the LARC at x0 and x′0, respectively. Then they are
(locally) S-equivalent at x0 and x′0, respectively, if and only if there exists a linear
isomorphism ψ : Tx0M→ Tx′

0
M′ such that the equality

ψ
[
· · · [Ξu1

,Ξu2
], . . . ,Ξuk

]
(x0) =

[
· · · [Ξ′u1

,Ξ′u2
], . . . ,Ξ′uk

]
(x′0)

holds for any k ≥ 1 and any u1, . . . , uk ∈ U . Furthermore, if in addition M and M′

are simply connected and the vector fields Ξu and Ξ′u are complete, then local state
space equivalence implies global state space equivalence.

Therefore, there are so many S-equivalence classes that any general classification
appears to be very difficult if not impossible. However, there is a chance for some
reasonable classification in low dimensions.

Another fundamental equivalence relation for control systems is that of feedback
equivalence. We say that two control systems (M,Ξ) and (M′,Ξ′) are feedback
equivalent (shortly F-equivalent) if there exists a diffeomorphism Φ : M × U →
M′ × U ′ of the form

Φ(x, u) =
(
φ(x), ϕ(x, u)

)
which transforms the first system to the second. Note that the map φ plays the role
of a change of coordinates (in the state space), while the feedback transformation ϕ
changes coordinates in the input space in a way which is state dependent. Two
feedback equivalent control systems have the same set of trajectories (up to a dif-
feomorphism in the state space) which are parametrized differently by admissible
controls. F-equivalence has been extensively studied in the last few decades (see [18]
and the references therein). There are a few basic methods used in the study of
F-equivalence. These methods are based either on (studying invariant properties
of) associated distributions or on Cartan’s method of equivalence [9] or inspired by
the Hamiltonian formalism [12]; also, another fruitful approach is closely related to
Poincaré’s technique for linearization of dynamical systems. Feedback transforma-
tions play a crucial role in control theory, particularly in the important problem of
feedback linearization [13]. The study of F-equivalence of general control systems
can be reduced to the case of control affine systems (cf. [11]). For a thorough study
of the equivalence and classification of (general) control affine systems, see [8].
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In the context of left-invariant control systems, state space equivalence and
feedback equivalence have not yet been considered in a general and systematic
manner; we do so in this paper. Characterizations of state space equivalence and
(detached) feedback equivalence are obtained: globally, in terms of Lie group iso-
morphisms (Theorems 1 and 3, respectively) and locally, in terms of Lie algebra
isomorphisms (Theorems 2 and 4, respectively). A few examples exhibiting the use
of (local) equivalences are provided.

2 Left-invariant control systems
Invariant control systems on Lie groups were first considered in 1972 by Brockett [7]
and by Jurdjevic and Sussmann [15]. A left-invariant control system Σ = (G,Ξ)
is a control system evolving on some (real, finite-dimensional) Lie group G, whose
dynamics Ξ : G × U → TG are invariant under left translations, i.e., the push-
-forward (Lg)∗Ξu equals Ξu for all g ∈ G and u ∈ U . (The tangent bundle TG is
identified with G × g, where g = T1G denotes the associated Lie algebra.) Such a
control system is described as follows (cf. [14], [2], [19], [17])

ġ = Ξ(g, u), g ∈ G, u ∈ U

where Ξ(g, u) = gΞ(1, u) ∈ TgG. (The notation gΞ(1, u) stands for the im-
age of the element Ξ(1, u) ∈ g under the tangent map of the left translation
dLg = T1Lg : g → TgG.) The input space U is a smooth manifold and admis-
sible controls are piecewise continuous U -valued maps, defined on compact inter-
vals [0, T ]. The family X = (Ξu = Ξ(·, u))u∈U consists of left-invariant vector fields
on G. We further assume that the parametrization map Ξ(1, ·) : U → g is an em-
bedding. This means that the image set Γ = im Ξ(1, ·), called the trace of Σ,
is a submanifold of g. By identifying (the left-invariant vector field) Ξ(·, u) with
Ξ(1, u) ∈ g, we have that Γ = {Ξu : u ∈ U}. We say that Σ has full rank if its
trace generates the Lie algebra g (i.e., Lie(Γ) = g). We note that Σ satisfies the
LARC at identity (and hence everywhere) if and only if Σ has full rank.

A trajectory for an admissible control u(·) : [0, T ] → U is an absolutely con-
tinuous curve g(·) : [0, T ] → G such that ġ(t) = g(t)Ξ(1, u(t)) for almost every
t ∈ [0, T ]. We say that a system Σ is controllable if for any g0, g1 ∈ G, there exists
a trajectory g(·) : [0, T ]→ G such that g(0) = g0 and g(T ) = g1. Necessary condi-
tions for controllability are that the group G is connected and the system has full
rank. Henceforth, we shall assume that all the systems under consideration have
full rank and that all Lie groups under consideration are connected.

Left-invariant control affine systems are those systems for which the para-
metrization map Ξ(1, ·) : R` → g is affine. When the state space G is fixed,
we specify such a system Σ by its parametrization map and simply write

Σ : A+ u1B1 + · · ·+ u`B`.

Σ is said to be homogeneous if A = Ξ(1, 0) ∈ span(B1, . . . , B`), i.e., Γ is a linear
subspace of g; otherwise Σ is inhomogeneous.
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3 State space equivalence
Let Σ = (G,Ξ) and Σ′ = (G′,Ξ′) be left-invariant control systems with the same
input space U . Then Σ and Σ′ are called locally state space equivalent (shortly
Sloc-equivalent) at points a ∈ G and a′ ∈ G′ if there exist open neighbourhoods N
and N ′ of a and a′, respectively, and a diffeomorphism φ : N → N ′ (mapping a
to a′) such that Tgφ ·Ξ(g, u) = Ξ′(φ(g), u) for g ∈ N and u ∈ U . Systems Σ and Σ′

are called state space equivalent (shortly S-equivalent) if this happens globally (i.e.,
N = G and N ′ = G′).

Firstly, we characterize (global) S-equivalence.

Lemma 1. Let φ : G → G′ be a diffeomorphism. The push-forward φ∗X of any
left-invariant vector field X on G is left invariant if and only if φ is the composition
of a Lie group isomorphism φ̄ : G → G′ and a left translation Lφ(1) on G′, i.e.,
φ = Lφ(1) ◦ φ̄.

Proof. Suppose the push-forward φ∗X of any left-invariant vector field X on G is
left invariant. By composition with an appropriate left translation, we may assume
φ(1) = 1. Let A ∈ g and X(g) = gA be the corresponding left-invariant vector
field. As φ∗X is left invariant, there exists A′ ∈ g′ such that

(φ∗X)(φ(g)) = φ(g)A′.

Thus, as φ maps the flow of X to the flow of φ∗X, we have that

φ(g exp(tA)) = φ(g) exp(tA′)

for all g ∈ G. Consequently, we find that

φ(g exp(A)) = φ(g)φ(exp(A))

for all g ∈ G, A ∈ g. As any element g ∈ G can be written as a finite product

g = exp(A1) exp(A2) · · · exp(Ak)

where A1, . . . , Ak ∈ g, it follows that φ is a Lie group homomorphism (and hence
an isomorphism). The converse is trivial. �

Theorem 1. Σ and Σ′ are S-equivalent if and only if there exists a Lie group
isomorphism φ : G→ G′ such that T1φ · Ξ(1, u) = Ξ′(1, u) for all u ∈ U .

Proof. Suppose that Σ and Σ′ are S-equivalent. There exists a diffeomorphism
φ : G→ G′ such that φ∗Ξu = Ξ′u for u ∈ U . Moreover,

φ∗[Ξu,Ξū] = [φ∗Ξu, φ∗Ξū] = [Ξ′u,Ξ
′
ū]

for u, ū ∈ U . The same holds true for higher order brackets, i.e.,

φ∗
[
· · · [Ξu1

,Ξu2
], . . . ,Ξuk

]
=
[
· · · [Ξ′u1

,Ξ′u2
], . . . ,Ξ′uk

]
.
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As Σ has full rank, it follows that {Ξu : u ∈ U} generates g. Hence, as the Lie
bracket of any two left-invariant vector fields is left invariant, it follows that the
push-forward φ∗X of any left-invariant vector field X on G is left invariant. By
composition with an appropriate left-translation, we may assume that φ(1) = 1.
Thus T1φ · Ξ(1, u) = Ξ′(1, u) and, by Lemma 1, φ is a Lie group isomorphism.

Conversely, suppose that φ : G→ G′ is a Lie group isomorphism as prescribed.
Then φ ◦ Lg = Lφ(g) ◦ φ and so

Tgφ · Ξ(g, u) = T1Lφ(g) · T1φ · Ξ(1, u) = Ξ′(φ(g), u). �

We now turn to Sloc-equivalence. Note that (by left translation) Σ and Σ′ are
Sloc-equivalent at a ∈ G and a′ ∈ G′ if and only if they are Sloc-equivalent at
1 ∈ G and 1 ∈ G′. We give a characterization of Sloc-equivalence, analogous to
Theorem 1. The result may be proved by “localizing” the argument made in the
proof of Theorem 1, or by considering the covering systems on the simply connected
universal covering groups (cf. [3]) and applying Theorem 1; the result also follows
as a fairly direct consequence of Proposition 1.

Theorem 2. Σ and Σ′ are Sloc-equivalent if and only if there exists a Lie algebra
isomorphism ψ : g→ g′ such that ψ · Ξ(1, u) = Ξ′(1, u) for all u ∈ U .

Remark 1. As left-invariant vector fields are complete, Sloc-equivalence implies
S-equivalence when the state spaces are simply connected (Proposition 1). This
fact can also be readily deduced from Theorems 1 and 2 by use of the following
classic result: Let G and G′ be connected and simply connected Lie groups with
Lie algebras g and g′, respectively. If ψ : g→ g′ is a Lie algebra isomorphism, then
there exists a unique Lie group isomorphism φ : G → G′ such that T1φ = ψ (see,
e.g., [10]).

We conclude the section with an example of the classification, under Sloc-equiva-
lence, of a class of systems on the three-dimensional Euclidean group.

Example 1. Any two-input inhomogeneous control affine system on the Euclidean
group SE(2) is Sloc-equivalent to exactly one of the following systems

Σ1,αβγ : αE3 + u1(E1 + γ1E2) + u2(βE2)

Σ2,αβγ : βE1 + γ1E2 + γ2E3 + u1(αE3) + u2E2

Σ3,αβγ : βE1 + γ1E2 + γ2E3 + u1(E2 + γ3E3) + u2(αE3).

Here α > 0, β 6= 0 and γ1, γ2, γ3 ∈ R, with different values of these parame-
ters yielding distinct (non-equivalent) class representatives. (The standard ba-
sis elements E1, E2, E3 of the Lie algebra se(2) have commutator relations given
by [E2, E3] = E1, [E3, E1] = E2, and [E1, E2] = 0.) For a classification, under
Sloc-equivalence, of full-rank left-invariant control affine systems on SE(2), see [1].

Indeed, the group of automorphisms of se(2) is

Aut(se(2)) =


 x y v
−ςy ςx w

0 0 ς

 : x, y, v, w ∈ R, x2 + y2 6= 0, ς = ±1

 .
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Let Σ = (SE(2),Ξ),

Ξ(1, u) =

3∑
i=1

aiEi + u1

3∑
i=1

biEi + u2

3∑
i=1

ciEi,

or in matrix form

Σ :

 a1 b1 c1
a2 b2 c2
a3 b3 c3

 .
It is then straightforward to show that there exists an automorphism ψ ∈ Aut(se(2))
such that

ψ ·

 a1 b1 c1
a2 b2 c2
a3 b3 c3

 =

 0 1 0
0 γ1 β
α 0 0

 if b3 = 0, c3 = 0

ψ ·

 a1 b1 c1
a2 b2 c2
a3 b3 c3

 =

 β 0 0
γ1 0 1
γ2 α 0

 if b3 6= 0, c3 = 0

or

ψ ·

 a1 b1 c1
a2 b2 c2
a3 b3 c3

 =

 β 0 0
γ1 1 0
γ2 γ3 α

 if c3 6= 0.

Thus Σ is Sloc-equivalent to Σ1,αβγ , Σ2,αβγ , or Σ3,αβγ . It is a simple matter to
verify that these class representatives are non-equivalent.

4 Detached feedback equivalence
We specialize feedback equivalence in the context of left-invariant control systems
by requiring that the feedback transformations are G-invariant. Let Σ = (G,Ξ)
and Σ′ = (G′,Ξ′) be left-invariant control systems. Then Σ and Σ′ are called
locally detached feedback equivalent (shortly DFloc-equivalent) at points a ∈ G
and a′ ∈ G′ if there exist open neighbourhoods N and N ′ of a and a′, respectively,
and a diffeomorphism

Φ : N × U → N ′ × U ′, (g, u) 7→ (φ(g), ϕ̄(u))

such that φ(a) = a′ and Tgφ · Ξ(g, u) = Ξ′(φ(g), ϕ̄(u)) for g ∈ N and u ∈ U .
Systems Σ and Σ′ are called detached feedback equivalent (shortly DF-equivalent)
if this happens globally (i.e., N = G and N ′ = G′).

We firstly characterize DF-equivalence. (The argument is very similar to the
one used in the proof of Theorem 1.)

Theorem 3. Σ and Σ′ are DF-equivalent if and only if there exists a Lie group
isomorphism φ : G→ G′ such that T1φ · Γ = Γ′.
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Proof. Suppose that Σ and Σ′ are DF-equivalent. There exists diffeomorphisms
φ : G→ G′ and ϕ : U → U ′ such that φ∗Ξu = Ξ′ϕ(u) for u ∈ U . Moreover,

φ∗[Ξu,Ξū] = [φ∗Ξu, φ∗Ξū] = [Ξ′ϕ(u),Ξ
′
ϕ(ū)]

for u, ū ∈ U and similarly for higher order brackets. Therefore it follows that the
push-forward φ∗X of any left-invariant vector field X on G is left invariant. By
composition with an appropriate left-translation, we may assume that φ(1) = 1.
Thus

T1φ · Ξ(1, u) = Ξ′(1, ϕ(u))

and so T1φ · Γ = Γ′. Also, by Lemma 1, φ is a Lie group isomorphism.
Conversely, suppose that φ : G→ G′ is a Lie group isomorphism as prescribed.

As T1φ · Γ = Γ′, there exists a unique diffeomorphism φ : U → U ′ such that

T1φ · Ξ(1, u) = Ξ′(1, ϕ(u)).

Hence, as φ ◦ Lg = Lφ(g) ◦ φ, it follows that

Tgφ · Ξ(g, u) = T1φ(g) · T1φ · Ξ(1, u) = Ξ′(φ(g), ϕ(u)). �

Remark 2. Systems Σ and Σ′ are F-equivalent if there exists a diffeomorphism
φ : G→ G′ such that (the push-forward) φ∗F = F ′. Here g 7→ F(g) = gΓ is the field
of admissible velocities. The specialization to DF-equivalence corresponds to the
existence of a Lie group isomorphism φ such that φ∗F = F ′. Thus F-equivalence
is weaker than DF-equivalence. For example, suppose Γ = g, Γ′ = g′, and G is
diffeomorphic to G′. Then Σ and Σ′ are F-equivalent. However, Σ and Σ′ will be
DF-equivalent only if G and G′ are, in addition, isomorphic as Lie groups.

We now proceed to DFloc-equivalence. We point out that systems Σ and Σ′

are DFloc-equivalent at a ∈ G and a′ ∈ G′ if and only if they are DFloc-equivalent
at 1 ∈ G and 1 ∈ G′. We give a characterization of DFloc-equivalence, analogous
to Theorem 3. As with S-equivalence, the result may be proved by “localizing”
the argument made in the proof of Theorem 3, or by considering the covering
systems on the simply connected universal covering groups (cf. [3]) and applying
Theorem 3. Alternatively, one can make use of the fact that any DFloc-equiva-
lence (resp. DF-equivalence) transformation decomposes into a Sloc-equivalence
(resp. S-equivalence) transformation and a reparametrization (by which we mean
a transformation of the form Ξ′(g, u) = Ξ(g, ϕ(u))).

Theorem 4. Σ and Σ′ are DFloc-equivalent if and only if there exists a Lie algebra
isomorphism ψ : g→ g′ such that ψ · Γ = Γ′.

Remark 3. As with S-equivalence, we have that DFloc-equivalence implies DF-
-equivalence when the state spaces are simply connected (cf. Remark 1).

We revisit the class of systems considered in Example 1 and, in contrast, now
classify these systems up to DFloc-equivalence. We also give an example of the
classification of a class of systems on another three-dimensional Lie group, namely
the pseudo-orthogonal group.
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Example 2. Any two-input inhomogeneous control affine system on SE(2) is
DFloc-equivalent to exactly one of the following systems (see [6])

Σ1 : E1 + u1E2 + u2E3

Σ2,α : αE3 + u1E1 + u2E2.

Here α > 0 parametrizes a family of class representatives, each different value
corresponding to a distinct non-equivalent representative.

Indeed, let Σ = (SE(2),Ξ) be an inhomogeneous system with trace

Γ =

3∑
i=1

aiEi +

〈 3∑
i=1

biEi,

3∑
i=1

ciEi

〉
.

If c3 6= 0 or b3 6= 0, then

Γ = a′1E1 + a′2E2 +
〈
b′1E1 + b′2E2, c

′
1E1 + c′2E2 + E3

〉
.

Now either b′1 6= 0 or b′2 6= 0, and so[
b′2 −b′1
b′1 b′2

] [
v1

v2

]
=

[
a′2
a′1

]
has a unique solution (with v2 6= 0). Therefore

ψ =

 v2b
′
2 v2b

′
1 c′1

−v2b
′
1 v2b

′
2 c′2

0 0 1


is an automorphism such that

ψ · Γ1 = ψ · (E1 + 〈E2, E3〉) = Γ.

Thus Σ is DFloc-equivalent to Σ1. On the other hand, suppose b3 = 0 and c3 = 0.
Then Γ = a3E3 + 〈E1, E2〉. Hence ψ = diag(1, 1, sgn(a3)) is an automorphism such
that ψ · Γ = αE3 + 〈E1, E2〉 with α > 0. Thus Σ is DFloc-equivalent to Σ2,α. As
the subspace 〈E1, E2〉 is invariant (under automorphisms), Σ1 and Σ2,α cannot be
DFloc-equivalent. It is easy to show that Σ2,α a Σ2,α′ are DFloc-equivalent only if
α = α′.

Example 3. Any two-input homogeneous control affine system on the pseudo-
orthogonal group SO(2, 1) is DFloc-equivalent to exactly one of the following sys-
tems (see [4])

Σ1 : Ξ1(1, u) = u1E1 + u2E2

Σ2 : Ξ2(1, u) = u1E2 + u2E3.

(Here the commutator relations are given by [E2, E3] = E1, [E3, E1] = E2, and
[E1, E2] = −E3.)
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Indeed, the group of automorphisms of so(2, 1) is

Aut(so(2, 1)) = SO(2, 1) =
{
g ∈ R3×3 : g>Jg = J, det g = 1

}
.

Here J = diag(1, 1,−1) and each automorphism ψ is identified with its correspond-
ing matrix g. The Lorentzian product � on so(2, 1) is given by

A�B = a1b1 + a2b2 − a3b3.

(Here A =
∑3
i=1 aiEi and B =

∑3
i=1 biEi.) Any automorphism ψ preserves �, i.e.,

(ψ ·A)� (ψ ·B) = A�B.
Let Σ be a system with trace Γ = 〈A,B〉. The sign σ(Γ) of Γ is given by

σ(Γ) = sgn

(∣∣∣∣A�A A�B
A�B B �B

∣∣∣∣) .
(σ(Γ) does not depend on the parametrization.) As � is preserved by automor-
phisms, it follows that σ(ψ ·Γ) = σ(Γ). A straightforward computation shows that
if σ(Γ) = 0, then Σ does not have full rank.

Suppose σ(Γ) = −1. Then we may assume that a3 6= 0 or b3 6= 0. Hence

Γ =
〈
a′1E1 + a′2E2 + E3, r sin θE1 + r cos θE2

〉
.

Thus

ψ =

cos θ − sin θ 0
sin θ cos θ 0

0 0 1


is an automorphism such that ψ ·Γ = 〈a′′1E1 + E3, E2〉. Now, as σ(ψ ·Γ) = −1, we
have (a′′1)2 − 1 < 0 and so ψ · Γ = 〈sinhϑE1 + coshϑE3, E2〉. Therefore

ψ′ =

 coshϑ 0 − sinhϑ
0 1 0

− sinhϑ 0 coshϑ


is an automorphism such that ψ′ · ψ · Γ = 〈E3, E2〉. Thus Σ is DFloc-equivalent
to Σ1.

If σ(Γ) = 1, then a similar argument shows that there exists an automorphism ψ
such that ψ ·Γ = 〈E1, E2〉 (and so Σ is DFloc-equivalent to Σ2). Lastly, Σ1 and Σ2

are non-equivalent systems, as σ(Γ1) = 1 and σ(Γ2) = −1.

5 Conclusion
In recent decades, attention has been drawn to invariant control systems evolving
on (matrix) Lie groups of low dimension. We believe that this paper facilitates the
structuring and comparison of such systems. We summarize the results in a table
(see the next page).
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Equivalence Characterization

S-equiv T1φ · Ξ(1, ·) = Ξ′(1, ·) φ : G→ G′

Lie group isomorphismDF-equiv T1φ · Γ = Γ′

Sloc-equiv ψ · Ξ(1, ·) = Ξ′(1, ·) ψ : g→ g′

Lie algebra isomorphismDFloc-equiv ψ · Γ = Γ′

The (four) characterizations of equivalences provide efficient means to classify
various distinguished subclasses of left-invariant control systems. For instance, if
one considers the problem of classifying under DFloc-equivalence, one may restrict
to systems with a fixed Lie algebra g. Σ and Σ′ are then DFloc-equivalent if and
only if their traces Γ and Γ′ are equivalent under the relation

Γ ∼ Γ′ ⇐⇒ ∃ψ ∈ Aut(G), ψ · Γ = Γ′.

This reduces the problem of classifying control affine systems (under DFloc-equiva-
lence) to that of classifying affine subspaces of g. In the case of control affine
systems evolving on three-dimensional Lie groups, a full classification under
DFloc-equivalence has been obtained in [4], [5], [6].
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Partial Fuzzy Metric Space and Some Fixed Point
Results

Shaban Sedghi, Nabi Shobkolaei, Ishak Altun

Abstract. In this paper, we introduce the concept of partial fuzzy metric on
a nonempty set X and give the topological structure and some properties
of partial fuzzy metric space. Then some fixed point results are provided.

1 Introduction and preliminaries
We recall some basic definitions and results from the theory of fuzzy metric spaces,
used in the sequel.

Definition 1. [5] A binary operation ∗ : [0, 1]× [0, 1]→ [0, 1] is a continuous t-norm
if it satisfies the following conditions:

1. ∗ is associative and commutative,

2. ∗ is continuous,

3. a ∗ 1 = a for all a ∈ [0, 1],

4. a ∗ b ≤ c ∗ d whenever a ≤ c and b ≤ d, for each a, b, c, d ∈ [0, 1].

Two typical examples of continuous t-norms are a∗b = ab and a∗b = min{a, b}.

Definition 2. [1] A triple (X,M, ∗) is called a fuzzy metric space (in the sense
of George and Veeramani) if X is a nonempty set, ∗ is a continuous t-norm and
M : X2 × (0,∞) → [0, 1] is a fuzzy set satisfying the following conditions: for all
x, y, z ∈ X and s, t > 0,

1. M(x, y, t) > 0,

2. M(x, y, t) = 1⇔ x = y,

2010 MSC: 54H25, 47H10
Key words: Fixed point, Fuzzy metric space, Partial fuzzy metric space.
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3. M(x, y, t) = M(y, x, t),

4. M(x, z, t+ s) ≥M(x, y, t) ∗M(y, z, s),

5. M(x, y, ·) : (0,∞)→ [0, 1] is a continuous mapping

If the fourth condition is replaced by

4′. M(x, z,max{t, s}) ≥M(x, y, t) ∗M(y, z, s),

then the space (X,M, ∗) is said to be a non-Archimedean fuzzy metric space. It
should be noted that any non-Archimedean fuzzy metric space is a fuzzy metric
space.

The following properties of M noted in the theorem below are easy consequences
of the definition.

Theorem 1. Let (X,M, ∗) be a fuzzy metric space.

1. M(x, y, t) is nondecreasing with respect to t for each x, y ∈ X,

2. If M is non-Archimedean, then M(x, y, t) ≥ M(x, z, t) ∗ M(z, y, t) for all
x, y, z ∈ X and t > 0.

Example 1. Let (X, d) be an ordinary metric space and a∗b = ab for all a, b ∈ [0, 1].
Then the fuzzy set M on X2 × (0,∞) defined by

M(x, y, t) = exp

(
−d(x, y)

t

)
,

is a fuzzy metric on X.

Example 2. Let a∗ b = ab for all a, b ∈ [0, 1] and M be the fuzzy set on R+×R+×
(0,∞) (where R+ = (0,∞)) defined by

M(x, y, t) =
min{x, y}
max{x, y}

,

for all x, y ∈ R+. Then (R+,M, ∗) is a fuzzy metric space.

Let (X,M, ∗) be a fuzzy metric space. For t > 0, the open ball B(x, r, t) with
centre x ∈ X and radius 0 < r < 1 is defined by

B(x, r, t) = {y ∈ X : M(x, y, t) > 1− r}.

Let τ be the set of all A ⊂ X with x ∈ A if and only if there exist t > 0 and
0 < r < 1 such that B(x, r, t) ⊂ A. Then τ is a topology on X (induced by the
fuzzy metricM). A sequence {xn} inX converges to x if and only ifM(xn, x, t)→ 1
as n→∞, for each t > 0. It is called a Cauchy sequence if for each 0 < ε < 1 and
t > 0, there exists n0 ∈ N such that M(xn, xm, t) > 1− ε for each n,m ≥ n0. This
definition of Cauchy sequence is identical with that given by George and Veeramani.
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The fuzzy metric space (X,M, ∗) is said to be complete if every Cauchy sequence
is convergent.

The fixed point theory in fuzzy metric spaces started with the paper of Gra-
biec [2]. Later on, the concept of fuzzy contractive mappings, initiated by Gregori
and Sapena in [3], have become of interest for many authors, see, e.g., the papers
[3], [7], [8], [9], [10], [11].

In our paper we present the concept of partial fuzzy metric space and some
properties of it. Then we give some fundamental fixed point theorem on complete
partial fuzzy metric space.

2 Partial fuzzy metric space
In this section we introduce the concept of partial fuzzy metric space and give its
properties.

Definition 3. A partial fuzzy metric on a nonempty set X is a function

PM : X ×X × (0,∞)→ [0, 1]

such that for all x, y, z ∈ X and t, s > 0

(PM1) x = y ⇔ PM (x, x, t) = PM (x, y, t) = PM (y, y, t),

(PM2) PM (x, x, t) ≥ PM (x, y, t),

(PM3) PM (x, y, t) = PM (y, x, t),

(PM4) PM (x, y,max{t, s}) ∗ PM (z, z,max{t, s}) ≥ PM (x, z, t) ∗ PM (z, y, s).

(PM5) PM (x, y, ·) : (0,∞)→ [0, 1] is continuous.

A partial fuzzy metric space is a 3-tuple (X,PM , ∗) such that X is a nonempty
set and PM is a partial fuzzy metric on X. It is clear that, if PM (x, y, t) = 1, then
from (PM1) and (PM2) x = y. But if x = y, PM (x, y, t) may not be 1. A basic
example of a partial fuzzy metric space is the 3-tuple (R+, PM , ∗), where

PM (x, y, t) =
t

t+ max{x, y}

for all t > 0, x, y ∈ R+ and a ∗ b = ab.
From (PM4) for all x, y, z ∈ X and t > 0, we have:

PM (x, y, t) ∗ PM (z, z, t) ≥ PM (x, z, t) ∗ PM (z, y, t).

Let (X,M, ∗) and (X,PM , ∗) be a fuzzy metric space and partial fuzzy metric
space, respectively. Then mappings PMi

: X × X × (0,∞) → [0, 1] (i ∈ {1, 2})
defined by

PM1(x, y, t) = M(x, y, t) ∗ PM (x, y, t)

and
PM2

(x, y, t) = M(x, y, t) ∗ a
are partial fuzzy metrics on X, where 0 < a < 1.
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Theorem 2. The partial fuzzy metric PM (x, y, t) is nondecreasing with respect
to t for each x, y ∈ X and t > 0, if the continuous t-norm ∗ satisfies the following
condition for all a, b, c ∈ [0, 1]

a ∗ b ≥ a ∗ c⇒ b ≥ c.

Proof. From (PM4) for all x, y, z ∈ X and t, s > 0, we have:

PM (x, y,max{t, s}) ∗ PM (z, z,max{t, s}) ≥ PM (x, z, s) ∗ PM (z, y, t).

Let t > s, then taking z = y in above inequality we have

PM (x, y, t) ∗ PM (y, y, t) ≥ PM (x, y, s) ∗ PM (y, y, t),

hence by assume we get PM (x, y, t) ≥ PM (x, y, s). �

It is easy to see that every fuzzy metric is a partial fuzzy metric, but the converse
may not be true. In the following examples, the partial fuzzy metrics fails to satisfy
properties of fuzzy metric.

Example 3. Let (X, p) is a partial metric space in the sense of Matthews [6] and
PM : X ×X × (0,∞)→ [0, 1] be a mapping defined as

PM (x, y, t) =
t

t+ p(x, y)
,

or

PM (x, y, t) = exp

(
−p(x, y)

t

)
.

If a ∗ b = ab for all a, b ∈ [0, 1], then clearly PM is a partial fuzzy metric, but it
may not be a fuzzy metric.

Lemma 1. Let (X,PM , ∗) be a partial fuzzy metric space with a ∗ b = ab for all
a, b ∈ [0, 1]. If we define p : X2 → [0,∞) by

p(x, y) = sup
α∈(0,1)

∫ 1

α

loga(PM (x, y, t)) dt,

then p is a partial metric on X for fixed 0 < a < 1.

Proof. It is clear from the definition that p(x, y) is well defined for each x, y ∈ X
and p(x, y) ≥ 0 for all x, y ∈ X.

1. For all t > 0

p(x, x) = p(x, y) = p(y, y)⇔ PM (x, x, t) = PM (x, y, t) = PM (y, y, t)⇔ x = y.

2. p(x, x) = sup
α∈(0,1)

∫ 1

α

loga(PM (x, x, t)) dt

≤ sup
α∈(0,1)

∫ 1

α

loga(PM (x, y, t)) dt

= p(x, y).
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3. p(x, y) = sup
α∈(0,1)

∫ 1

α

loga(PM (x, y, t)) dt

= sup
α∈(0,1)

∫ 1

α

loga(PM (y, x, t)) dt

= p(y, x).

4. Since
PM (x, y, t)PM (z, z, t) ≥ PM (x, z, t)PM (z, y, t),

and loga is decreasing, it follows that

loga(PM (x, y, t)) + loga(PM (z, z, t)) ≤ loga(PM (x, z, t)) + loga(PM (z, y, t)),

hence

p(x, y) + p(z, z) = sup
α∈(0,1)

∫ 1

α

loga(PM (x, y, t)) dt+ sup
α∈(0,1)

∫ 1

α

loga(PM (z, z, t)) dt

≤ sup
α∈(0,1)

∫ 1

α

loga(PM (x, z, t)) dt+ sup
α∈(0,1)

∫ 1

α

loga(PM (z, y, t)) dt

= p(x, z) + p(z, y).

This proves that p is a partial metric on X. �

Definition 4. Let (X,PM , ∗) be a partial fuzzy metric space.

1. A sequence {xn} in a partial fuzzy metric space (X,PM , ∗) converges to x if
and only if PM (x, x, t) = lim

n→∞
PM (xn, x, t) for every t > 0.

2. A sequence {xn} in a partial fuzzy metric space (X,PM , ∗) is called a Cauchy
sequence if lim

n,m→∞
PM (xn, xm, t) exists.

3. A partial fuzzy metric space (X,PM , ∗) is said to be complete if every Cauchy
sequence {xn} in X converges to a point x ∈ X.

Suppose that {xn} is a sequence in partial fuzzy metric space (X,PM , ∗), then
we define L(xn) = {x ∈ X : xn → x}. In the following example shows that every
convergent sequence {xn} in a partial fuzzy metric space (X,PM , ∗) fails to satisfy
Cauchy sequence. In particular, it shows that the limit of a convergent sequence is
not unique.

Example 4. Let X = [0,∞) and PM (x, y, t) = t
t+max{x,y} , then it is clear that

(X,PM , ∗) is a partial fuzzy metric space where a ∗ b = ab for all a, b ∈ [0, 1]. Let
{xn} = {1, 2, 1, 2, . . . }. Then clearly it is convergent sequence and for every x ≥ 2
we have

lim
n→∞

PM (xn, x, t) = PM (x, x, t),

therefore
L(xn) = {x ∈ X : xn → x} = [2,∞).

but lim
n,m→∞

PM (xn, xm, t) is not exist, that is, {xn} is not Cauchy sequence.
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The following Lemma shows that under certain conditions the limit of a con-
vergent sequence is unique.

Lemma 2. Let {xn} be a convergent sequence in partial fuzzy metric space
(X,PM , ∗) such that a ∗ b ≥ a ∗ c ⇒ b ≥ c for all a, b, c ∈ [0, 1], xn → x and
xn → y. If

lim
n→∞

PM (xn, xn, t) = PM (x, x, t) = PM (y, y, t),

then x = y.

Proof. As

PM (x, y, t) ∗ PM (xn, xn, t) ≥ PM (x, xn, t) ∗ PM (y, xn, t),

taking limit as n→∞, we have

PM (x, y, t) ∗ PM (x, x, t) ≥ PM (x, x, t) ∗ PM (y, y, t).

By given assumptions and from (PM2), we have

PM (y, y, t) ≥ PM (x, y, t) ≥ PM (y, y, t),

which shows that PM (x, y, t) = PM (y, y, t) = PM (x, x, t), therefore x = y. �

Lemma 3. Let {xn} and {yn} be two sequences in partial fuzzy metric space
(X,PM , ∗) such that a ∗ b ≥ a ∗ c⇒ b ≥ c for all a, b, c ∈ [0, 1],

lim
n→∞

PM (xn, x, t) = lim
n→∞

PM (xn, xn, t) = PM (x, x, t),

and
lim
n→∞

PM (yn, y, t) = lim
n→∞

PM (yn, yn, t) = PM (y, y, t),

then lim
n→∞

PM (xn, yn, t) = PM (x, y, t). In particular, for every z ∈ X

lim
n→∞

PM (xn, z, t) = lim
n→∞

PM (x, z, t).

Proof. As

PM (xn, yn, t) ∗ PM (x, x, t) ≥ PM (xn, x, t) ∗ PM (x, yn, t),

therefore

PM (xn, yn, t) ∗ PM (x, x, t) ∗ PM (y, y, t) ≥ PM (xn, x, t) ∗ PM (x, yn, t) ∗ PM (y, y, t)

≥ PM (xn, x, t) ∗ PM (x, y, t) ∗ PM (y, yn, t).

Thus

lim sup
n→∞

PM (xn, yn, t) ∗ PM (x, x, t) ∗ PM (y, y, t)

≥ lim sup
n→∞

PM (xn, x, t) ∗ PM (x, y, t) ∗ lim sup
n→∞

PM (y, yn, t)

= PM (x, x, t) ∗ PM (x, y, t) ∗ PM (y, y, t),
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hence
lim sup
n→∞

PM (xn, yn, t) ≥ PM (x, y, t).

Also, as
PM (x, y, t) ∗ PM (xn, xn, t) ≥ PM (x, xn, t) ∗ PM (xn, y, t),

therefore

PM (x, y, t) ∗ PM (xn, xn, t) ∗ PM (yn, yn, t)

≥ PM (x, xn, t) ∗ PM (xn, y, t) ∗ PM (yn, yn, t)

≥ PM (x, xn, t) ∗ PM (xn, yn, t) ∗ PM (yn, y, t)

Thus

PM (x, y, t) ∗ PM (x, x, t) ∗ PM (y, y, t)

= PM (x, y, t) ∗ lim sup
n→∞

PM (xn, xn, t) ∗ lim sup
n→∞

PM (yn, yn, t)

≥ lim sup
n→∞

PM (x, xn, t) ∗ lim sup
n→∞

PM (xn, yn, t) ∗ lim sup
n→∞

PM (yn, y, t)

= PM (x, x, t) ∗ lim sup
n→∞

PM (xn, yn, t) ∗ PM (y, y, t).

Therefore

PM (x, y, t) ≥ lim sup
n→∞

PM (xn, yn, t).

That is,
lim sup
n→∞

PM (xn, yn, t) = PM (x, y, t).

Similarly, we have
lim sup
n→∞

PM (xn, yn, t) = PM (x, y, t).

Hence the result follows. �

Definition 5. Let (X,PM , ∗) be a partial fuzzy metric space. PM is said to be
upper semicontinuous on X if for every x ∈ X,

PM (p, x, t) ≥ lim sup
n→∞

PM (xn, x, t),

whenever {xn} is a sequence in X which converges to a point p ∈ X.

3 Fixed point results
Let (X,PM , ∗) be a partial fuzzy metric space and ∅ 6= S ⊆ X. Define

δPM
(S, t) = inf

{
PM (x, y, t) : x, y ∈ S

}
for all t > 0. For an An = {xn, xn+1, . . . } in partial fuzzy metric space (X,PM , ∗),
let rn(t) = δPM

(An, t). Then rn(t) is finite for all n ∈ N, {rn(t)} is nonincreasing,
rn(t)→ r(t) for some 0 ≤ r(t) ≤ 1 and also rn(t) ≤ PM (xl, xk, t) for all l, k ≥ n.
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Let F be the set of all continuous functions F : [0, 1]3 × [0, 1] → [−1, 1] such
that F is nondecreasing on [0, 1]3 satisfying the following condition:

• F ((u, u, u), v) ≤ 0 implies that v ≥ γ(u) where γ : [0, 1] → [0, 1] is a nonde-
creasing continuous function with γ(s) > s for s ∈ [0, 1).

Example 5. Let γ(s) = sh for 0 < h < 1, then the functions F defined by

F
(
(t1, t2, t3), t4

)
= γ

(
min{t1, t2, t3}

)
− t4

and

F
(
(t1, t2, t3), t4

)
= γ

( 3∑
i=1

aiti

)
− t4,

where ai ≥ 0,
3∑
i=1

ai = 1, belong to F .

Now we give our main theorem.

Theorem 3. Let (X,PM , ∗) be a complete bounded partial fuzzy metric space,
PM is upper semicontinuous function on X and T be a self map of X satisfying

F
(
PM (x, y, t), PM (Tx, x, t), PM (Tx, y, t), PM (Tx, Ty, t)

)
≤ 0 (1)

for all x, y ∈ X, where F ∈ F . Then T has a unique fixed point p in X and T is
continuous at p.

Proof. Let x0 ∈ X and Txn = xn+1. Let rn(t) = δPM
(An, t), where

An = {xn, xn+1, . . . }. Then we know lim
n→∞

rn(t) = r(t) for some 0 ≤ r(t) ≤ 1.

If xn+1 = xn for some n ∈ N, then T has a fixed point. Assume that xn+1 6= xn
for each n ∈ N. Let k ∈ N be fixed. Taking x = xn−1, y = xn+m−1 in (1) where
n ≥ k and m ∈ N, we have

F

(
PM (xn−1, xn+m−1, t), PM (Txn−1, xn−1, t),

PM (Txn−1, xn+m−1, t), PM (Txn−1, Txn+m−1, t)

)
= F

(
PM (xn−1, xn+m−1, t), PM (xn, xn−1, t),

PM (xn, xn+m−1, t), PM (xn, xn+m, t)

)
≤ 0

Thus we have

F
(
rn−1(t), rn−1(t), rn(t), PM (xn, xn+m, t)

)
≤ 0,

since F is nondecreasing on [0, 1]3. Also, since rn(t) is nonincreasing, we have

F
(
rk−1(t), rk−1(t), rk−1(t), PM (xn, xn+m, t)

)
≤ 0,

which implies that
PM (xn, xn+m, t) ≥ γ(rk−1(t)).
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Thus for all n ≥ k, we have

inf
n≥k

{
PM (xn, xn+m, t)

}
= rk(t) ≥ γ(rk−1(t)).

Letting k →∞, we get r(t) ≥ γ(r(t)). If r(t) 6= 1, then r(t) ≥ γ(r(t)) > r(t), which
is a contradiction. Thus r(t) = 1 and hence limn→∞ γn(t) = 1. Thus given ε > 0,
there exists an n0 ∈ N such that rn(t) > 1 − ε. Then we have for n ≥ n0 and
m ∈ N, PM (xn, xn+m, t) > 1− ε. Therefore, {xn} is a Cauchy sequence in X. By
the completeness of X, there exists a p ∈ X such that

lim
n→∞

PM (xn, p, t) = PM (p, p, t).

Taking x = xn, y = p in (1), we have

F
(
PM (xn, p, t), PM (Txn, p, t), PM (Txn, xn, t), PM (Txn, Tp, t)

)
= F

(
PM (xn, p, t), PM (xn+1, p, t), PM (xn+1, xn, t), PM (xn+1, Tp, t)

)
≤ 0.

Hence, we have

lim sup
n→∞

F
(
PM (xn, p, t), PM (xn+1, p, t), PM (xn+1, xn, t), PM (xn+1, Tp, t)

)
= F

(
PM (p, p, t), PM (p, p, t), 1, lim sup

n→∞
PM (xn+1, Tp, t)

)
≤ 0.

Since

F
(
PM (p, p, t), PM (p, p, t), PM (p, p, t), lim sup

n→∞
PM (xn+1, Tp, t)

)
≤ F

(
PM (p, p, t), PM (p, p, t), 1, lim sup

n→∞
PM (xn+1, Tp, t)

)
≤ 0,

which implies

PM (p, Tp, t) ≥ lim sup
n→∞

PM (xn+1, Tp, t) ≥ γ(PM (p, p, t)).

On the other hand, we have

PM (p, p, t) ≥ PM (p, Tp, t) ≥ γ(PM (p, p, t)).

Hence PM (p, p, t) = 1. Also, since

PM (p, Tp, t) ≥ γ(PM (p, p, t)) = γ(1) = 1,

this implies that PM (p, Tp, t) = 1, therefore, we get Tp = p.
For the uniqueness, let p and w be fixed points of T . Taking x = p, y = w

in (1), we have

F
(
PM (p, w, t), PM (Tp, p, t), PM (Tp,w, t), PM (Tp, Tw, t)

)
= F

(
PM (p, w, t), PM (p, p, t), PM (p, w, t), PM (p, w, t)

)
≤ 0.
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Since F is nondecreasing on [0, 1]3, we have

F
(
PM (p, w, t), PM (p, w, t), PM (p, w, t), PM (p, w, t)

)
≤ 0,

which implies
PM (p, w, t) ≥ γ(PM (p, w, t)) > PM (p, w, t)

which is a contradiction. Thus we have PM (p, w, t) = 1, therefore, p = w. Now,
we show that T is continuous at p. Let {yn} be a sequence in X and lim

n→∞
yn = p.

Taking x = p, y = yn in (1), we have

F
(
PM (p, yn, t), PM (Tp, p, t), PM (Tp, yn, t), PM (Tp, Tyn, t)

)
= F

(
PM (p, yn, t), PM (p, p, t), PM (p, yn, t), PM (p, Tyn, t)

)
≤ 0,

hence

F
(
PM (p, p, t), PM (p, p, t), PM (p, p, t), lim sup

n→∞
PM (p, Tyn, t)

)
= F

 lim sup
n→∞

PM (p, yn, t), lim sup
n→∞

PM (p, p, t),

lim sup
n→∞

PM (p, yn, t), lim sup
n→∞

PM (p, Tyn, t)

 ≤ 0,

which implies

lim sup
n→∞

PM (p, Tyn, t)) ≥ γ(PM (p, p, t)) = γ(1) = 1.

Thus,
lim sup
n→∞

PM (p, Tyn, t) = 1.

Similarly, taking limit inf, we have

lim sup
n→∞

PM (p, Tyn, t) = 1.

Therefore, lim sup
n→∞

PM (Tyn, p, t) = 1, this implies that

lim sup
n→∞

PM (Tyn, Tp, t) = 1 = PM (p, p, t) = PM (Tp, Tp, t).

Thus lim
n→∞

Tyn = p = Tp. Hence T is continuous at p. �

Corollary 1. Let (X,PM , ∗) be a complete bounded partial fuzzy metric space,
m ∈ N and T be a self map of X satisfying for all x, y ∈ X,

F
(
PM (x, y, t), PM (Tmx, x, t), PM (Tmx, y, t), PM (Tmx, Tmy, t)

)
≤ 0

where F ∈ F . Then T has a unique fixed point p in X and Tm is continuous at p.

Proof. From Theorem 3, Tm has a unique fixed point p in X and Tm is continuous
at p. Since Tp = TTmp = TmTp, Tp is also a fixed point of Tm, By the uniqueness
it follows Tp = p. �
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In Theorem 3, if we take F ((t1, t2, t3), t4) = γ(min{t1, t2, t3})− t4 then we have
the next result.

Corollary 2. Let (X,PM , ∗) be a complete bounded partial fuzzy metric space and
T be a self map of X satisfying for all x, y ∈ X,

PM (Tx, Ty, t) ≥ γ
(
min

{
PM (x, y, t), PM (Tx, x, t), PM (Tx, y, t)

})
.

Then T has a unique fixed point p in X and T is continuous at p.

Example 6. Let X = R+. Define PM : X2 × [0,∞)→ [0, 1] by

PM (x, y, t) = exp

(
−max{x, y}

t

)
for all x, y ∈ X and t > 0. Then (X,PM , ∗) is a complete partial fuzzy metric
space where a ∗ b = ab. Define map T : X → X by Tx = x

2 for x ∈ X and let

γ : [0, 1]→ [0, 1] defined by γ(s) = s
1
2 . It is easy to see that

PM (Tx, Ty, t) = exp

(
−

max{x2 ,
y
2}

t

)
=

√
exp

(
−max{x, y}

t

)
=
√
PM (x, y, t)

≥
√

min
{
PM (x, y, t), PM (Tx, x, t), PM (Tx, y, t)

}
.

Thus T satisfy all the hypotheses of Corollary 2 and hence T has a unique fixed
point.

Corollary 3. Let (X,PM , ∗) be a complete bounded partial fuzzy metric space,
m ∈ N and T be a self map of X satisfying for all x, y ∈ X,

PM (Tmx, Tmy, t) ≥ γ
(
min

{
PM (x, y, t), PM (Tmx, x, t), PM (Tmx, y, t)

})
.

Then T has a unique fixed point p in X and and Tm is continuous at p.

Corollary 4. Let (X,PM , ∗) be a complete bounded partial fuzzy metric space and
T be a self map of X satisfying for all x, y ∈ X,

PM (Tx, Ty, t) ≥
√
a1PM (x, y, t) + a2PM (Tx, x, t) + a3PM (Tx, y, t),

such that for every ai ≥ 0,
3∑
i=1

ai = 1. Then T has a unique fixed point p in X and

T is continuous at p.

Corollary 5. Let (X,M, ∗) be a complete bounded fuzzy metric space and T be a
self map of X satisfying for all x, y ∈ X the

F
(
M(x, y, t),M(Tx, x, t),M(Tx, y, t),M(Tx, Ty, t)

)
≤ 0

where F ∈ F . Then T has a unique fixed point p in X and T is continuous at p.
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Zeros of Solutions and Their Derivatives of Higher
Order Non-homogeneous Linear Differential Equations

Zinelâabidine Latreuch and Benharrat Beläıdi

Abstract. This paper is devoted to studying the growth and oscillation
of solutions and their derivatives of higher order non-homogeneous linear
differential equations with finite order meromorphic coefficients. Illustrative
examples are also treated.

1 Introduction and main results
We assume that the reader is familiar with the usual notations and basic results of
the Nevanlinna theory [9], [11], [17]. Let f be a meromorphic function, we define

m(r, f) =
1

2π

∫ 2π

0

log+|f(reiϕ)|dϕ ,

N(r, f) =

∫ r

0

n(t, f)− n(0, f)

t
dt+ n(0, f) log r ,

and

T (r, f) = m(r, f) +N(r, f) (r > 0)

is the Nevanlinna characteristic function of f , where log+ x = max(0, log x) for
x ≥ 0, and n(t, f) is the number of poles of f(z) lying in |z| ≤ t, counted according
to their multiplicity. Also, we define

N

(
r,

1

f

)
=

∫ r

0

n
(
t, 1
f

)
− n

(
0, 1

f

)
t

dt+ n

(
0,

1

f

)
log r,

N

(
r,

1

f

)
=

∫ r

0

n
(
t, 1
f

)
− n

(
0, 1

f

)
t

dt+ n

(
0,

1

f

)
log r,

2010 MSC: 34M10, 30D35
Key words: Linear differential equations, Meromorphic functions, Exponent of convergence

of the sequence of zeros
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where n
(
t, 1
f

) (
n
(
t, 1
f

))
is the number of zeros (distinct zeros) of f(z) lying in

|z| ≤ t, counted according to their multiplicity. In addition, we will use

λ(f) = lim sup
r→+∞

logN
(
r, 1
f

)
log r

and

λ(f) = lim sup
r→+∞

logN
(
r, 1
f

)
log r

to denote respectively the exponents of convergence of the zero-sequence and dis-
tinct zeros of f(z). In the following, we give the necessary notations and basic
definitions.

Definition 1. [9], [17] Let f be a meromorphic function. Then the order ρ(f) and
the lower order µ(f) of f(z) are defined respectively by

ρ(f) = lim sup
r→+∞

log T (r, f)

log r

and

µ(f) = lim inf
r→+∞

log T (r, f)

log r
.

Definition 2. [7], [17] Let f be a meromorphic function. Then the hyper-order of
f(z) is defined by

ρ2(f) = lim sup
r→+∞

log log T (r, f)

log r
.

Definition 3. [9], [13] The type of a meromorphic function f of order ρ (0 < ρ <∞)
is defined by

τ(f) = lim sup
r→+∞

T (r, f)

rρ
.

Definition 4. [7] Let f be a meromorphic function. Then the hyper-exponent of
convergence of zero-sequence of f(z) is defined by

λ2(f) = lim sup
r→+∞

log logN
(
r, 1
f

)
log r

.

Similarly, the hyper-exponent of convergence of the sequence of distinct zeros of
f(z) is defined by

λ2(f) = lim sup
r→+∞

log logN
(
r, 1
f

)
log r

.

The study of oscillation of solutions of linear differential equations has attracted
many interests since the work of Bank and Laine [1], [2], for more details see [11].
One of the main subject of this research is the zeros distribution of solutions and
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their derivatives of linear differential equations. In this paper, we first discuss the
growth of solutions of higher-order linear differential equation

f (k) +Ak−1(z)f (k−1) + · · ·+A0(z)f = F (z), (1)

where Aj(z) (j = 1, . . . , k−1), A0(z) 6≡ 0 and F (z)(6≡ 0) are meromorphic functions
of finite order. Some results on the growth of entire and meromorphic solutions
of (1) have been obtained by several researchers (see [5], [6], [10], [11], [16]). In the
case that the coefficients Aj(z) (j = 0, . . . , k − 1) are polynomials and F (z) ≡ 0,
the growth of solutions of (1) has been extensively studied (see [8]). In 1992,
Hellerstein et al. (see [10]) proved that every transcendental solution of (1) is of
infinite order, if there exists some d ∈ {0, 1, . . . , k − 1} such that

max
j 6=d
{ρ(Aj), ρ(F )} < ρ(Ad) ≤

1

2
.

Recently, Wang and Liu proved the following.

Theorem 1. [16, Theorem 1.6] Suppose that A0, A1, . . . , Ak−1, F (z) are meromor-
phic functions of finite order. If there exists some As (0 ≤ s ≤ k − 1) such that

b = max
j 6=s

{
ρ(F ), ρ(Aj), λ

(
1

As

)}
< µ(As) <

1

2
.

Then

1. Every transcendental meromorphic solution f whose poles are of uniformly
bounded multiplicities, of (1) satisfies µ(As) ≤ ρ2(f) ≤ ρ(As). Furthermore,
if F 6≡ 0, then we have µ(As) ≤ λ2(f) = λ2(f) = ρ2(f) ≤ ρ(As).

2. If s ≥ 2, then every non-transcendental meromorphic solution f of (1) is a
polynomial with degree deg f ≤ s − 1. If s = 0 or 1 then every nonconstant
solution of (1) is transcendental.

For more details there are many interesting papers, please see [11] and references
contained in it. Recently, in [12], the authors studied equations of type

f ′′ +A(z)f ′ +B(z)f = F (z) , (2)

where A(z), B(z) (6≡ 0) and F (z) (6≡ 0) are meromorphic functions of finite order.
They proved under different conditions that every nontrivial meromorphic solu-
tion f of (2) satisfies

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) = +∞ (j ∈ N)

with at most one exception. It’s interesting now to study the stability of the
exponent of convergence of the sequence of zeros (resp. distinct zeros) of solutions
for higher order differential equation (1) with their derivatives. The main purpose
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of this paper is to deal with this problem. Before we state our results we need to
define the following notations.

Aji (z) = Aj−1
i (z) +

(
Aj−1
i+1 (z)

)′ −Aj−1
i+1 (z)

(
Aj−1

0 (z)
)′

Aj−1
0 (z)

, for j = 1, 2, 3, . . . , (3)

where i = 0, 1, . . . , k − 1 and

F j(z) =
(
F j−1(z)

)′ − F j−1(z)

(
Aj−1

0 (z)
)′

Aj−1
0 (z)

, for j = 1, 2, 3, . . . , (4)

where A0
i (z) = Ai(z) (i = 0, 1, . . . , k− 1), F 0(z) = F (z) and Ajk(z) = 1. We obtain

the following results.

Theorem 2. (Main Theorem) Let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and F (z) (6≡ 0)
be meromorphic functions of finite order such that Aj0(z) 6≡ 0 and F j(z) 6≡ 0, where
j ∈ N. If f is a meromorphic solution of (1) with ρ(f) = ∞ and ρ2(f) = ρ, then
f satisfies

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . )

and

λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ (j = 0, 1, 2, . . . ).

Furthermore, if f is of finite order with

ρ(f) > max
i=0,...,k−1

{
ρ(Ai), ρ(F )

}
,

then

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) (j = 0, 1, 2, . . . ).

Remark 1. The condition “Aj0(z) 6≡ 0 and F j(z) 6≡ 0 where j ∈ N ” in Theorem 2
is necessary. For example, the entire function f(z) = eez − 1 satisfies

f (3) − ezf ′′ − f ′ − e2zf = e2z,

where A2(z) = −ez, A1(z) = −1, A0(z) = −e2z and F (z) = e2z. So

A1
0(z) = −e2z + 2 F 1(z) ≡ 0.

On the other hand, we have λ(f ′) = 0 < λ(f) =∞.

Here, we will give some sufficient conditions on the coefficients which guarantee
Aj0(z) 6≡ 0 and F j(z) 6≡ 0, (j = 1, 2, 3, . . . ).
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Theorem 3. Let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and F (z) (6≡ 0) be entire func-
tions of finite order such that ρ(A0) > max

i=1,...,k−1

{
ρ(Ai), ρ(F )

}
. Then all nontrivial

solutions of (1) satisfy

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . )

with at most one possible exceptional solution f0 such that

ρ(f0) = max
{
λ(f0), ρ(A0)

}
.

Furthermore, if ρ(A0) ≤ 1
2 , then every transcendental solution of (1) satisfies

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . ).

Remark 2. The condition ρ(A0) > max
i=1,...,k−1

{
ρ(Ai), ρ(F )

}
does not ensure that all

solutions of (1) are of infinite order. For example, we can see that f0(z) = e−z
2

satisfies the differential equation

f (3) + 2zf ′′ + 3f ′ +
(
ez

2

− 2z
)
f = 1,

where
λ(f0) = 0 < ρ(f0) = ρ(A0) = 2.

Combining Theorem 1 and Theorem 3, we obtain the following result.

Corollary 1. Let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and F (z) (6≡ 0) be entire func-
tions of finite order such that

max
i=1,...,k−1

{
ρ(F ), ρ(Ai)

}
< µ(A0) <

1

2
.

Then, every transcendental solution f of (1) satisfies

µ(A0) ≤ λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ2(f) ≤ ρ(A0) (j ∈ N).

Furthermore, if

max
i=1,...,k−1

{
ρ(F ), ρ(Ai)

}
< µ(A0) = ρ(A0) <

1

2
,

then every transcendental solution f of (1) satisfies

λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ2(f) = ρ(A0) .

Theorem 4. Let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and F (z) (6≡ 0) be entire func-
tions of finite order such that A1, . . . , Ak−1 and F are polynomials and A0 is tran-
scendental. Then all nontrivial solutions of (1) satisfy

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . )

with at most one possible solution f0 of finite order.
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Corollary 2. Let P be a nonconstant entire function, letQ be a nonzero polynomial,
and let f be any entire solution of the differential equation

f (k) + eP (z)f = Q(z) (k ∈ N).

1. If P is polynomial, then

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) =∞ (j = 0, 1, 2, . . . )

and
λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ (j = 0, 1, 2, . . . ),

where ρ is positive integer not exceeding the degree of P .

2. If P is transcendental with ρ(P ) < 1
2 , then

λ2

(
f (j)

)
= λ2

(
f (j)

)
=∞ (j = 0, 1, 2, . . . ).

Theorem 5. Let j ≥ 1 be an integer, let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and
F (z) (6≡ 0) be entire functions of finite order such that ρ(F ) < ρ(Ai) ≤ ρ(A0)
(i = 1, . . . , k − 1) and

τ(A0) >


∑
l∈Ij

βlτ(Al+1) if j < k,

∑
l∈Ik

βlτ(Al+1) if j ≥ k,

where βl =
∑j−1
p=l C

l
p with Clp = p!

(p−l)! l! ,

Ik =
{

0 ≤ l ≤ k − 2 : ρ(Al+1) = ρ(A0)
}

and
Ij =

{
0 ≤ l ≤ j − 1 : ρ(Al+1) = ρ(A0)

}
.

If f is a nontrivial solution of (1) with ρ(f) =∞ and ρ2(f) = ρ, then f satisfies

λ
(
f (m)

)
= λ

(
f (m)

)
= +∞ (m = 0, 1, 2, . . . , j)

and
λ2

(
f (m)

)
= λ2

(
f (m)

)
= ρ (m = 0, 1, 2, . . . , j).

From Theorem 5, we obtain the following result of paper [12].

Corollary 3. [12] Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be entire functions with finite
order such that ρ(B) = ρ(A) > ρ(F ) and τ(B) > kτ(A), k ≥ 1 is an integer. If f is
a nontrivial solution of (2) with ρ(f) =∞ and ρ2(f) = ρ, then f satisfies

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, . . . , k)

and
λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ (j = 0, 1, . . . , k).
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In the next theorem, we denote by σ(f) the following quantity

σ(f) = lim sup
r→+∞

logm(r, f)

log r
.

Theorem 6. Let A0(z) (6≡ 0), A1(z), . . . , Ak−1(z) and F (z) (6≡ 0) be meromorphic
functions of finite order such that σ(A0) > max

i=1,...,k−1

{
σ(Ai), σ(F )

}
. If f is a

meromorphic solution of (1) with ρ(f) =∞ and ρ2(f) = ρ, then f satisfies

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . )

and
λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ (j = 0, 1, 2, . . . ).

In the following, we mean by two meromorphic functions f and g share a finite
value a CM (counting multiplicities) when f−a and g−a have the same zeros with
the same multiplicities. It is well-known that if f and g share four distinct values
CM, then f is a Möbius transformation of g. Rubel and Yang [14], [17] proved that
if f is an entire function and shares two finite values CM with its derivative, then
f = f ′. We give here a different result.

Theorem 7. Let k be a positive integer and let f be entire function. If f and f (k)

share the value a 6= 0 CM, then

(a) ρ(f) = 1 or

(b) with at most one exception

λ(f − a) = λ
(
f (j)

)
=∞ (j = 1, 2, . . . ).

2 Preliminary lemmas
Lemma 1. [9] Let f be a meromorphic function and let k ≥ 1 be an integer. Then

m

(
r,
f (k)

f

)
= S(r, f),

where S(r, f) = O
(
log T (r, f) + log r

)
, possibly outside of an exceptional set E ⊂

(0,+∞) with finite linear measure. If f is of finite order of growth, then

m

(
r,
f (k)

f

)
= O(log r).

Lemma 2. [3], [5] Let A0, A1, . . . , Ak−1, F 6≡ 0 be finite order meromorphic func-
tions.

1. If f is a meromorphic solution of the equation

f (k) +Ak−1f
(k−1) + · · ·+A1f

′ +A0f = F (5)

with ρ(f) = +∞, then f satisfies

λ(f) = λ(f) = ρ(f) = +∞.
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2. If f is a meromorphic solution of (5) with ρ(f) = +∞ and ρ2(f) = ρ, then
f satisfies

λ(f) = λ(f) = ρ(f) = +∞ λ2(f) = λ2(f) = ρ2(f) = ρ.

Lemma 3. [15] Let A0, A1, . . . , Ak−1, F 6≡ 0 be finite order meromorphic functions.
If f is a meromorphic solution of equation (5) with

max
j=0,1,...,k−1

{
ρ(Aj), ρ(F )

}
< ρ(f) < +∞,

then
λ(f) = λ(f) = ρ(f).

Lemma 4. [6] Let A,B1, . . . , Bk−1, F 6≡ 0 be entire functions of finite order, where
k ≥ 2. Suppose that either (a) or (b) below holds:

(a) ρ(Bj) < ρ(A) (j = 1, . . . , k − 1);

(b) B1, . . . , Bk−1 are polynomials and A is transcendental.

Then we have

1. All solutions of the differential equation

f (k) +Bk−1f
(k−1) + · · ·+B1f

′ +Af = F

satisfy
λ(f) = λ(f) = ρ(f) = +∞

with at most one possible solution f0 of finite order.

2. If there exists an exceptional solution f0 in case 1, then f0 satisfies

ρ(f0) ≤ max
{
ρ(A), ρ(F ), λ(f0)

}
<∞. (6)

Furthermore, if ρ(A) 6= ρ(F ) and λ(f0) < ρ(f0), then

ρ(f0) = max
{
ρ(A), ρ(F )

}
.

Lemma 5. Let A0, A1, . . . , Ak−1 be the coefficients of (1). For any integer j, the
following inequalities hold

m
(
r,Aj1

)
≤


j∑
i=0

Cijm(r,Ai+1) +O(log r) if j < k,

k−2∑
i=0

Cijm(r,Ai+1) +O(log r) if j ≥ k,

(7)

where Aj1 is defined in (3).
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Proof. First, we prove the case j < k. We have from (3)

Aji = Aj−1
i +Aj−1

i+1

((
Aj−1
i+1

)′
Aj−1
i+1

−
(
Aj−1

0

)′
Aj−1

0

)
(i ∈ N).

By using Lemma 1, we have for all j ∈ N

m
(
r,Aji

)
≤ m

(
r,Aj−1

i

)
+m

(
r,Aj−1

i+1

)
+O(log r). (8)

In order to prove Lemma 5, we apply mathematical induction. For j = 2, we have
from (8)

m
(
r,A2

1

)
≤ m

(
r,A1

1

)
+m

(
r,A1

2

)
+O(log r)

≤ m(r,A1) + 2m(r,A2) +m(r,A3) +O(log r)

= C0
2m(r,A1) + C1

2m(r,A2) + C2
2m(r,A3) +O(log r)

=

2∑
i=0

Ci2m(r,Ai+1) +O(log r).

Suppose that (7) is true and we show that for j + 1 < k

m
(
r,Aj+1

1

)
≤

j+1∑
i=0

Cij+1m(r,Ai+1) +O(log r).

By using (3) and (7) we have

m
(
r,Aj+1

1

)
≤ m

(
r,Aj1

)
+m

(
r,Aj2

)
+O(log r)

≤
j∑
i=0

Cijm(r,Ai+1) +

j∑
i=0

Cijm(r,Ai+2) +O(log r)

= C0
jm(r,A1) +

j∑
i=1

Cijm(r,Ai+1)

+

j−1∑
i=0

Cijm(r,Ai+2) + Cjjm(r,Aj+2) +O(log r)

= C0
jm(r,A1) +

j∑
i=1

Cijm(r,Ai+1)

+

j∑
i=1

Ci−1
j m(r,Ai+1) + Cjjm(r,Aj+2) +O(log r).

Of course if j + 1 ≥ k, then m(r,Aj+1) = m(r,Aj+2) = 0. Since C0
j = C0

j+1 and

Cjj = Cj+1
j+1 , then we have

m
(
r,Aj+1

1

)
≤ C0

j+1m(r,A1) +

j∑
i=1

(
Cij + Ci−1

j

)
m(r,Ai+1)

+ Cj+1
j+1m(r,Aj+2) +O(log r).
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Using the identity Cij + Ci−1
j = Cij+1, we get

m
(
r,Aj+1

1

)
≤ C0

j+1m(r,A1) +

j∑
i=1

Cij+1m(r,Ai+1) + Cj+1
j+1m(r,Aj+2) +O(log r)

=

j+1∑
i=0

Cij+1m(r,Ai+1) +O(log r).

For the case j ≥ k, we need just to remark that m(r,Ai+1) = 0 when i ≥ k−1 and
by using the same procedure as before we obtain

m
(
r,Aj1

)
≤
k−2∑
i=0

Cijm(r,Ai+1) +O(log r). �

Lemma 6. Let A0, A1, . . . , Ak−1 be the coefficients of (1). For any integer j, the
following inequalities hold

j−1∑
p=0

m
(
r,Ap1

)
≤


j−1∑
i=0

(
j−1∑
p=i

Cip

)
m(r,Ai+1) +O(log r) if j < k,

k−2∑
i=0

(
j−1∑
p=i

Cip

)
m(r,Ai+1) +O(log r) if j ≥ k.

(9)

Proof. We prove only the case j < k. By Lemma 5 we have

j−1∑
p=0

m
(
r,Ap1

)
≤

j−1∑
p=0

( p∑
i=0

Cipm(r,Ai+1)

)
+O(log r). (10)

The first term of the right hand of (10) can be expressed as

j−1∑
p=0

( p∑
i=0

Cipm(r,Ai+1)

)
= C0

0m(r,A1) +
(
C0

1m(r,A1) + C1
1m(r,A2)

)
+
(
C0

2m(r,A1) + C1
2m(r,A2) + C2

2m(r,A3)
)

+ · · ·
+
(
C0
j−1m(r,A1) + C1

j−1m(r,A2) + · · ·+ Cj−1
j−1m(r,Aj)

)
which we can write as

j−1∑
p=0

( p∑
i=0

Cipm(r,Ai+1)

)
=
(
C0

0 + C0
1 + · · ·+ C0

j−1

)
m(r,A1)

+
(
C1

1 + C1
2 + · · ·+ C1

j−1

)
m(r,A2) + · · ·

+
(
Cj−2
j−2 + Cj−2

j−1

)
m(r,Aj−1) + Cj−1

j−1m(r,Aj).
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Then

j−1∑
p=0

m
(
r,Ap1

)
≤

j−1∑
p=0

( p∑
i=0

Cipm(r,Ai+1)

)
+O(log r)

=

j−1∑
i=0

(j−1∑
p=i

Cip

)
m(r,Ai+1) +O(log r).

By using the same procedure as above we can prove the case j ≥ k. �

Lemma 7. [18] Let φ(z) be a nonconstant entire function and k be a positive
integer. Then, with at most one exception, every solution F of the differential
equation

F (k) − eφ(z)F = 1

satisfies ρ2(F ) = ρ(eφ).

Lemma 8. [4] Let P be a nonconstant entire function, let Q be a nonzero polyno-
mial, and let f be any entire solution of the differential equation

f (k) + eP (z)f = Q(z) (k ∈ N).

If P is polynomial, then f has an infinite order and its hyper-order ρ2(f) is a
positive integer not exceeding the degree of P . If P is transcendental with order
less than 1

2 , then the hyper-order of f is infinite.

Lemma 9. Let f be a meromorphic function with ρ(f) = ρ ≥ 0. Then, there exists
a set E1 ⊂ [1,+∞) with infinite logarithmic measure

lm(E1) =

∫ +∞

1

χE1
(t)

t
dt =∞ ,

where χE1
(t) is the characteristic function of the set E1, such that

lim
r→+∞
r∈E1

log T (r, f)

log r
= ρ.

Proof. Since ρ(f) = ρ, then there exists a sequence {rn}∞n=1 tending to +∞ satis-
fying

(
1 + 1

n

)
rn < rn+1 and

lim
rn→+∞

log T (rn, f)

log rn
= ρ(f).

So, there exists an integer n1 such that for all n ≥ n1, for any r ∈
[
rn,
(
1 + 1

n

)
rn
]
,

we have
log T (rn, f)

log
(
1 + 1

n

)
rn
≤ log T (r, f)

log r
≤

log T
((

1 + 1
n

)
rn, f

)
log rn

.
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Set E1 =
∞⋃

n=n1

[
rn,
(
1 + 1

n

)
rn
]
, we obtain

lim
r→+∞
r∈E1

log T (r, f)

log r
= lim
rn→+∞

log T (rn, f)

log rn
,

and

lm(E1) =

∞∑
n=n1

∫ (1+ 1
n )rn

rn

dt

t
=

∞∑
n=n1

log

(
1 +

1

n

)
=∞.

Thus, the proof of the lemma is completed. �

Lemma 10. Let f1, f2 be meromorphic functions satisfying ρ(f1) > ρ(f2). Then
there exists a set E2 ⊂ (1,+∞) having infinite logarithmic measure such that for
all r ∈ E2, we have

lim
r→+∞

T (r, f2)

T (r, f1)
= 0.

Proof. Set ρ1 = ρ(f1), ρ2 = ρ(f2), (ρ1 > ρ2). By Lemma 9, there exists a set
E2 ⊂ (1,+∞) having infinite logarithmic measure such that for any given 0 < ε <
ρ1−ρ2

2 and all sufficiently large r ∈ E2

T (r, f1) > rρ1−ε

and for all sufficiently large r, we have

T (r, f2) < rρ2+ε.

From this we can get

T (r, f2)

T (r, f1)
<
rρ2+ε

rρ1−ε
=

1

rρ1−ρ2−2ε
(r ∈ E2).

Since 0 < ε < ρ1−ρ2
2 , then we obtain

lim
r→+∞
r∈E2

T (r, f2)

T (r, f1)
= 0. �

3 Proofs of the Theorems and the Corollary
Proof of Theorem 2. For the proof, we use the principle of mathematical induc-
tion. Since A0(z) 6≡ 0 and F (z) 6≡ 0, then by using Lemma 2 we have

λ(f) = λ(f) = ρ(f) = +∞

and
λ2(f) = λ2(f) = ρ2(f) = ρ.

Dividing both sides of (1) by A0, we obtain

Ak
A0

f (k) +
Ak−1

A0
f (k−1) + · · ·+ A1

A0
f ′ + f =

F

A0
. (11)
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Differentiating both sides of equation (11), we have

Ak
A0

f (k+1) +

((
Ak
A0

)′
+
Ak−1

A0

)
f (k) + · · ·+

((
A1

A0

)′
+ 1

)
f ′ =

(
F

A0

)′
. (12)

Multiplying now (12) by A0, we get

f (k+1) +A1
k−1(z)f (k) + · · ·+A1

0(z)f ′ = F 1(z), (13)

where

A1
i (z) = A0

((
Ai+1(z)

A0(z)

)′
+
Ai(z)

A0(z)

)
= Ai(z) +A′i+1(z)−Ai+1(z)

A′0(z)

A0(z)
(i = 0, . . . , k − 1)

and

F 1(z) = A0(z)

(
F (z)

A0(z)

)′
= F ′(z)− F (z)

A′0(z)

A0(z)
.

Since A1
0(z) 6≡ 0 and F 1(z) 6≡ 0 are meromorphic functions with finite order, then

by using Lemma 2 we obtain

λ(f ′) = λ(f ′) = ρ(f) = +∞

and
λ2(f ′) = λ2(f ′) = ρ2(f) = ρ.

Dividing now both sides of (13) by A1
0, we obtain

A1
k

A1
0

f (k+1) +
A1
k−1

A1
0

f (k) + · · ·+ A1
1

A1
0

f ′′ + f ′ =
F 1

A1
0

. (14)

Differentiating both sides of equation (14) and multiplying by A1
0, we get

f (k+2) +A2
k−1(z)f (k+1) + · · ·+A2

0(z)f ′′ = F 2(z), (15)

where A2
0(z) 6≡ 0 and F 2(z) 6≡ 0 are meromorphic functions defined in (3) and (4).

By using Lemma 2, we obtain

λ(f ′′) = λ(f ′′) = ρ(f) = +∞

and
λ2(f ′′) = λ2(f ′′) = ρ2(f) = ρ.

Suppose now that

λi
(
f (k)

)
= λi

(
f (k)

)
= ρi(f) (i = 1, 2) (16)

for all k = 0, 1, 2, . . . , j−1, and we prove that (16) is true for k = j. With the same
procedure as before, we can obtain

f (k+j) +Ajk−1(z)f (k−1+j) + · · ·+Aj0(z)f (j) = F j(z),
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where Aj0(z) 6≡ 0 and F j(z) 6≡ 0 are meromorphic functions defined in (3) and (4).
By using Lemma 2, we obtain

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) = +∞

and
λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ2(f) = ρ.

For the case ρ(f) > max
i=0,...,k−1

{
ρ(Ai), ρ(F )

}
we use simply similar reasoning as

above and by using Lemma 3, we obtain

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) (j = 0, 1, 2, . . . ).

This completes the proof of Theorem 2. �

Proof of Theorem 3. By Lemma 4, all nontrivial solutions of (1) are of infinite
order with at most one exceptional solution f0 of finite order. By (3) we have

Aj0 = Aj−1
0 +Aj−1

1

((
Aj−1

1

)′
Aj−1

1

−
(
Aj−1

0

)′
Aj−1

0

)
= Aj−2

0 +Aj−2
1

((
Aj−2

1

)′
Aj−2

1

−
(
Aj−2

0

)′
Aj−2

0

)
+Aj−1

1

((
Aj−1

1

)′
Aj−1

1

−
(
Aj−1

0

)′
Aj−1

0

)

= A0 +

j−1∑
p=0

Ap1

((
Ap1
)′

Ap1
−
(
Ap0
)′

Ap0

)
. (17)

Now, suppose that there exists j ∈ N such that Aj0(z) ≡ 0. By (17) we obtain

−A0 =

j−1∑
p=0

Ap1

((
Ap1
)′

Ap1
−
(
Ap0
)′

Ap0

)
. (18)

Hence

m(r,A0) ≤
j−1∑
p=0

m
(
r,Ap1

)
+O(log r). (19)

Using Lemma 6 and (19) we have

T (r,A0) = m(r,A0) ≤


j−1∑
i=0

(
j−1∑
p=i

Cip

)
m(r,Ai+1) +O(log r) if j < k

k−2∑
i=0

(
j−1∑
p=i

Cip

)
m(r,Ai+1) +O(log r) if j ≥ k

=


j−1∑
i=0

(
j−1∑
p=i

Cip

)
T (r,Ai+1) +O(log r) if j < k

k−2∑
i=0

(
j−1∑
p=i

Cip

)
T (r,Ai+1) +O(log r) if j ≥ k

(20)
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which implies the contradiction

ρ(A0) ≤ max
i=1,...,k−1

ρ(Ai),

and we can deduce that Aj0(z) 6≡ 0 for all j ∈ N. Suppose now there exists j ∈ N
which is the first index such that F j(z) ≡ 0. From (4) we obtain

(
F j−1(z)

)′ − F j−1(z)

(
Aj−1

0 (z)
)′

Aj−1
0 (z)

= 0

which implies
F j−1(z) = cAj−1

0 (z), (21)

where c ∈ C \ {0}. By (17) and (21) we have

1

c
F j−1 = A0(z) +

j−2∑
p=0

Ap1(z)

((
Ap1(z)

)′
Ap1(z)

−
(
Ap0(z)

)′
Ap0(z)

)
. (22)

On the other hand, we obtain from (4)

m(r, F j) ≤ m(r, F ) +O(log r) (j ∈ N). (23)

By (20), (22) and (23), we have

T (r,A0) = m(r,A0) ≤
j−2∑
p=0

m
(
r,Ap1

)
+m(r, F j−1) +O(log r)

≤


j−2∑
i=0

(
j−2∑
p=i

Cip

)
m(r,Ai+1) +m(r, F ) +O(log r) if j − 1 < k

k−2∑
i=0

(
j−2∑
p=i

Cip

)
m(r,Ai+1) +m(r, F ) +O(log r) if j − 1 ≥ k

=


j−2∑
i=0

(
j−2∑
p=i

Cip

)
T (r,Ai+1) + T (r, F ) +O(log r), if j − 1 < k

k−2∑
i=0

(
j−2∑
p=i

Cip

)
T (r,Ai+1) + T (r, F ) +O(log r), if j − 1 ≥ k

which implies the contradiction ρ(A0) ≤ max
i=1,...,k−1

{
ρ(Ai), ρ(F )

}
. Since Aj0 6≡ 0 and

F j 6≡ 0 (j ∈ N), then by applying Theorem 2 and Lemma 4 we have

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . )

with at most one exceptional solution f0 of finite order. Since

ρ(A0) > max
i=1,...,k−1

{
ρ(Ai), ρ(F )

}
,
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then by (6) we obtain
ρ(f0) ≤ max

{
ρ(A0), λ(f0)

}
. (24)

On the other hand by (1), we can write

A0 =
F

f0
−
(
f

(k)
0

f0
+Ak−1

f
(k−1)
0

f0
+ · · ·+A1

f ′0
f0

)
.

It follows that by Lemma 1

T (r,A0) = m(r,A0) ≤ m
(
r,
F

f0

)
+

k−1∑
i=1

m(r,Ai) +O(log r)

≤ T (r, f0) + T (r, F ) +

k−1∑
i=1

T (r,Ai) +O(log r),

which implies

ρ(A0) ≤ max
i=1,...,k−1

{
ρ(f0), ρ(Ai), ρ(F )

}
= ρ(f0). (25)

Since λ(f0) ≤ ρ(f0), then by using (24) and (25) we obtain

ρ(f0) = max
{
ρ(A0), λ(f0)

}
.

If ρ(A0) ≤ 1
2 , then by the theorem of Hellerstein et al. (see [10]) every transcenden-

tal solution f of (1) is of infinite order without exceptions. So, by the same proof
as before we obtain

λ
(
f (j)

)
= λ

(
f (j)

)
= +∞ (j = 0, 1, 2, . . . ).

This completes the proof of Theorem 3. �

Proof of Theorem 4. Using the same proof as Theorem 3, we obtain Theorem 4.
�

Proof of Corollary 2.
1. If P is polynomial, since A0(z) = eP (z), Ai(z) ≡ 0 (i = 1, . . . , k − 1) and

F (z) = Q(z), then
ρ(A0) > max

i=1,...,k−1

{
ρ(Ai), ρ(F )

}
,

hence Aj0(z) 6≡ 0 and F j(z) 6≡ 0, j ∈ N. On the other hand, by Lemma 8 every
solution f has an infinite order and its hyper-order ρ2(f) is a positive integer not
exceeding the degree of P . So, by applying Theorem 2 we obtain

λ
(
f (j)

)
= λ

(
f (j)

)
= ρ(f) =∞ (j = 0, 1, 2, . . . )

and
λ2

(
f (j)

)
= λ2

(
f (j)

)
= ρ (j = 0, 1, 2, . . . ),

where ρ is positive integer not exceeding the degree of P .
2. Using the same reasoning as in 1. for the case P is transcendental with

ρ(P ) < 1
2 . �
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Proof of Theorem 5. First, we prove that An0 (z) 6≡ 0 for all n = 1, 2, . . . , j. Sup-
pose there exists 1 ≤ s ≤ j such that As0 ≡ 0. By (20), we have

T (r,A0) = m(r,A0) ≤


s−1∑
l=0

(
s−1∑
p=l

Clp

)
T (r,Al+1) +O(log r) if s < k

k−2∑
l=0

(
s−1∑
p=l

Clp

)
T (r,Al+1) +O(log r) if s ≥ k

=


∑
l∈Is

(
s−1∑
p=l

Clp

)
T (r,Al+1) +

∑
l∈{0,1,...,s−1}−Is

(
s−1∑
p=l

Clp

)
T (r,Al+1) +O(log r) if s < k

∑
l∈Ik

(
s−1∑
p=l

Clp

)
T (r,Al+1) +

∑
l∈{0,1,...,k−2}−Ik

(
s−1∑
p=l

Clp

)
T (r,Al+1) +O(log r) if s ≥ k.

Then, by using Lemma 10, there exists a set E2 ⊂ (1,+∞) having infinite loga-
rithmic measure such that for all r ∈ E2, we have

T (r,A0) = m(r,A0) ≤


∑
l∈Is

(
s−1∑
p=l

Clp

)
T (r,Al+1) + o

(
T (r,A0)

)
if s < k,

∑
l∈Ik

(
s−1∑
p=l

Clp

)
T (r,Al+1) + o

(
T (r,A0)

)
if s ≥ k,

which implies the contradiction

τ(A0) ≤


∑
l∈Is

βlτ(Al+1) if s < k,

∑
l∈Ik

βlτ(Al+1) if s ≥ k,

where βl =
∑s−1
p=l C

l
p. Hence An0 (z) 6≡ 0 for all n = 1, 2, . . . , j. By the same

procedure we deduce that Fn(z) 6≡ 0 for all n = 1, 2, . . . , j. Then, by Theorem 2
we have

λ
(
f (m)

)
= λ

(
f (m)

)
= +∞ (m = 0, 1, . . . , j)

and

λ2

(
f (m)

)
= λ2

(
f (m)

)
= ρ (m = 0, 1, . . . , j). �

Proof of Theorem 6. By using the same reasoning as in the proof of Theorem 3,
we can prove Theorem 6. �
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Proof of Theorem 7. Since f and f (k) share the value a CM, then

f (k) − a
f − a

= eQ(z),

where Q is entire function. Set G = f
a−1. Then G satisfies the following differential

equation
G(k) − eQ(z)G = 1. (26)

(a) If Q is constant, by solving (26) we obtain ρ(G) = ρ(f) = 1.
(b) If Q is nonconstant, we know from Lemma 7 that ρ2(G) = ρ(eQ) with at

most one exception, which means that G is of infinite order with one exception
at most. On the other hand, A0(z) = −eQ(z), Ai(z) ≡ 0 (i = 1, . . . , k − 1) and
F (z) = 1, then

ρ(A0) > max
i=1,...,k−1

{
ρ(Ai), ρ(F )

}
.

Hence Aj0(z) 6≡ 0 and F j(z) 6≡ 0, j ∈ N. So, by applying Theorem 2, we obtain

λ
(
G(j)

)
= λ

(
G(j)

)
= ρ(G) =∞ (j = 0, 1, 2, . . . )

with one exception at most. Since G = f
a − 1, we deduce

λ(f − a) = λ
(
f (j)

)
=∞ (j = 1, 2, . . . )

with one exception at most. �
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Almost pseudo symmetric Sasakian manifold
admitting a type of quarter symmetric metric
connection

Vishnuvardhana S.V. and Venkatesha

Abstract. In the present paper we have obtained the necessary condition
for the existence of almost pseudo symmetric and almost pseudo Ricci sym-
metric Sasakian manifold admitting a type of quarter symmetric metric
connection.

1 Introduction
Cartan [2] initiated the study of Riemannian symmetric spaces and obtained a
classification of these spaces. The class of Riemannian symmetric manifolds is
a very natural generalization of the class of manifolds of constant curvature. Many
authors have been studied the notion of locally symmetric manifolds by extend-
ing into several manifolds such as recurrent manifolds [20], pseudo-Riemannian
manifold with recurrent concircular curvature tensor [14], semi-symmetric mani-
folds [17], pseudo symmetric manifolds [3], weakly symmetric manifolds [18], almost
pseudo symmetric manifolds [8], etc.

A non-flat Riemannian manifold (Mn, g) (n ≥ 2) is said to be almost pseudo
symmetric (APS)n [8], if the curvature tensor R satisfies the condition

(∇XR)(Y,Z)W = [A(X) +B(X)]R(Y, Z)W +A(Y )R(X,Z)W

+A(Z)R(Y,X)W +A(W )R(Y,Z)X + g(R(Y, Z)W,X)P ,
(1)

where A, B are two nonzero 1-forms defined by

A(X) = g(X,P ), B(X) = g(X,Q). (2)

If in particular A = B in (1) then the manifold reduces to a pseudo symmetric
manifold introduced by M. C. Chaki [3].

2010 MSC: 53C05, 53C15, 53D10
Key words: Almost pseudo symmetric manifold, pseudo Ricci symmetric manifold, almost

pseudo Ricci symmetric manifold, quarter-symmetric metric connection
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Recently Gazi, Pal and Mallick with U.C. De studied almost pseudo confor-
mally symmetric manifolds [9], almost pseudo-Z-symmetric manifolds [11] and al-
most pseudo concircularly symmetric manifolds [10]. Also Yilmaz in [21] studied
decomposable almost pseudo conharmonically symmetric manifolds.

In 2007, Chaki and Kawaguchi [5] introduced the notion of almost pseudo Ricci
symmetric manifolds as an extended class of pseudo symmetric manifold. A Rie-
mannian manifold (Mn, g) is called an almost pseudo Ricci symmetric manifold
(APRS)n, if its Ricci tensor S of type (0,2) is not identically zero and satisfies the
condition

(∇XS)(Y,Z) = [A(X) +B(X)]S(Y, Z) +A(Y )S(X,Z) +A(Z)S(X,Y ), (3)

where ∇ denotes the operator of covariant differentiation with respect to the metric
tensor g and A, B are two nonzero 1-forms defined as in (2). If, in particular, B = A
then almost pseudo Ricci symmetric manifold reduces to pseudo Ricci symmetric
manifold [4]. It may be mentioned that almost pseudo Ricci symmetric manifold is
not a particular case of weakly Ricci symmetric manifold, introduced by Tamassy
and Binh [19]. Since then, several papers [7], [13], [16] have appeared concerning
different aspects of almost pseudo Ricci symmetric manifold.

Motivated by the above study, in the present paper we have studied the ex-
istence of almost pseudo symmetric and almost pseudo Ricci-symmetric Sasakian
manifolds admitting a quarter-symmetric metric connection. The paper is orga-
nized as follows: In Section 2, we have given a brief introduction about Sasakian
manifolds and some formulae for quarter-symmetric metric connection. In the
next section, it is shown that almost pseudo symmetric Sasakian manifold satisfies
cyclic Ricci tensor only when 3A(X) + B(X) = 0. Section 4 is devoted to study
of almost pseudo symmetric Sasakian manifold with respect to quarter symmet-
ric metric connection, here we proved that there is no almost pseudo symmetric
Sasakian manifold admitting a quarter symmetric metric connection, unless 3A+B
vanishes everywhere. In the last section we studied almost pseudo Ricci symmetric
Sasakian manifold with respect to quarter symmetric metric connection.

2 Preliminaries
It is known that in a Sasakian manifold Mn, the following relations hold [1], [15]:

φ2 = −I + η o ξ, η(ξ) = 1, φ(ξ) = 0, η(φX) = 0, g(X, ξ) = η(X), (4)

g(φX, φY ) = g(X,Y )− η(X)η(Y ), (5)

(∇Xφ)Y = R(ξ,X)Y, ∇Xξ = −φX, (6)

dη(φX, ξ) = 0, dη(X, ξ) = 0, (7)

(a) g(R(ξ,X)Y, ξ) = g(X,Y )− η(X)η(Y ), (b) R(ξ,X)ξ = −X + η(X)ξ, (8)

S(X, ξ) = (n− 1)η(X), (9)

g(R(X,Y )ξ, Z) = g(X,Z)η(Y )− g(Y,Z)η(X), (10)

for any vector fields X,Y, Z on Mn.
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Here we consider a quarter symmetric metric connection ∇̃ on a Sasakian man-
ifold given by

∇̃XY = ∇XY − η(X)φY. (11)

The relation between curvature tensor R̃(X,Y )Z of Mn with respect to quarter
symmetric metric connection ∇̃ and the Riemannian curvature tensor R(X,Y )Z
with respect to the connection ∇ is given by [12]

R̃(X,Y )Z = R(X,Y )Z − 2dη(X,Y )φZ + η(X)g(Y,Z)ξ

− η(Y )g(X,Z)ξ + {η(Y )X − η(X)Y }η(Z) ,
(12)

where R(X,Y )Z is the Riemannian curvature of the manifold. Also from (12) we
obtain

S̃(X,Y ) = S(Y,Z)− 2dη(φZ, Y ) + g(Y,Z) + (n− 2)η(Y )η(Z), (13)

where S̃ and S are the Ricci tensors of the connections ∇̃ and ∇ respectively.
From (13) it is clear that in a Sasakian manifold the Ricci tensor with respect to
the quarter-symmetric metric connection is symmetric.

Now contracting (13) we have

r̃ = r + 2(n− 1), (14)

where r̃ and r are the scalar curvatures of the connections ∇̃ and ∇ respectively.

3 Almost Pseudo Symmetric Sasakian manifold Satisfying Cyclic
Ricci tensor

On taking the cyclic sum of (3), we get

(∇XS)(Y,Z) + (∇Y S)(Z,X) + (∇ZS)(X,Y ) = [3A(X) +B(X)]S(Y, Z)

+ [3A(Y ) +B(Y )]S(X,Z) + [3A(Z) +B(Z)]S(X,Y ).
(15)

Let Mn admits a cyclic Ricci tensor. Then (15) reduces to

[3A(X) +B(X)]S(Y,Z) + [3A(Y ) +B(Y )]S(X,Z) + [3A(Z) +B(Z)]S(X,Y ) = 0.
(16)

Taking Z = ξ in (16) and using (9), we have

[3A(X) +B(X)](n− 1)η(Y ) + [3A(Y ) +B(Y )](n− 1)η(X)

+ [3A(ξ) +B(ξ)]S(X,Y ) = 0. (17)

Now putting Y = ξ in the above equation and by making use of (2), (4) and (9),
we obtain

(n− 1)[3A(X) +B(X)] + [3η(P ) + η(Q)](n− 1)η(X) + [3η(P ) + η(Q)]S(X, ξ) = 0.
(18)

Again taking X = ξ in (18) and using (2), (4) and (9), we get

3η(P ) + η(Q) = 0. (19)
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From equations (18) and (19), it follows that

3A(X) +B(X) = 0. (20)

Thus we can state:

Theorem 1. An almost pseudo symmetric Sasakian manifold satisfies cyclic Ricci
tensor if and only if 3A(X) +B(X) = 0 for any vector fields X, Y , Z on Mn.

4 Almost pseudo symmetric Sasakian manifold with respect to
quarter symmetric metric connection

Definition 1. A Sasakian manifold (Mn, g) (n ≥ 2) is said to be almost pseudo
symmetric (APS)n with respect to quarter symmetric metric connection, if there
exist 1-forms A and B and a vector field P such that

(∇̄XR̄)(Y,Z)W = [A(X) +B(X)]R̄(Y, Z)W

+A(Y )R̄(X,Z)W +A(Z)R̄(Y,X)W

+A(W )R̄(Y,Z)X + g(R̄(Y,Z)W,X)P,

(21)

Theorem 2. There is no almost pseudo symmetric Sasakian manifold admitting a
quarter symmetric metric connection, unless 3A+B vanishes everywhere.

Proof. Contracting (21), we get

(∇̃X S̃)(Z,W ) = [A(X) +B(X)]S̃(Z,W ) +A(R̃(X,Z)W )

+A(Z)S̃(X,W ) +A(W )S̃(Z,X) +A(R̃(X,W )Z).
(22)

Substituting W = ξ in (22) and then using the relations (12) and (13), we have

(∇̃X S̃)(Z, ξ) = 2nη(Z)A(X) + 2(n− 1)η(Z)B(X) + 2(n− 2)η(X)A(Z)

+ η(P )
{
S(Z,X)− 2dη(φX,Z) + g(X,Z) + (n− 2)η(X)η(Z)

}
+ 2η(Z)A(X)− 2g(X,Z)A(ξ).

(23)
Now, we know that

(∇̃X S̃)(Z, Y ) = ∇̃X(S̃(Z, Y ))− S̃(∇̃XZ, Y )− S̃(Z, ∇̃XY ). (24)

Replacing Y with ξ in the above equation and using (4), (11) and (13), we get

(∇̃X S̃)(Z, ξ) = S(Z, φX) + (1− 2n)g(Z, φX). (25)

By virtue of (23) and (25), we obtain

S(Z, φX) + (1− 2n)g(Z, φX) = 2nη(Z)A(X)

+ 2(n− 1)η(Z)B(X) + 2(n− 2)η(X)A(Z)

+ η(P )
{
S(Z,X)− 2dη(φX,Z) + g(X,Z) + (n− 2)η(X)η(Z)

}
+ 2η(Z)A(X)− 2g(X,Z)A(ξ).

(26)
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Taking X = Z = ξ in (26) and using (4) and (9), we obtain

3A(ξ) +B(ξ) = 0. (27)

Putting Z = ξ in (22) and by making use of equations (4), (7), (12) and (13), we
get

S(φX,W ) + (1− 2n)g(φX,W ) = 2(n+ 1)A(X)η(W )

+ 2(n− 1)B(X)η(W )− 2g(X,W )A(ξ)

+A(ξ)
{
S(X,W )− 2dη(φW,X) + g(X,W ) + (n− 2)η(X)η(W )

}
+ 2(n− 2)η(X)A(W ).

(28)

By taking X = ξ in (28) and then using (4) and (9), it follows that

0 = 2(2n− 1)A(ξ)η(W ) + 2(n− 1)B(ξ)η(W ) + 2(n− 2)A(W ). (29)

Again putting W = ξ in (28) and using (4) and (9), we have

0 = 2(n+ 1)A(X) + 2(n− 1)B(X) + 4(n− 2)A(ξ)η(X). (30)

Adding (29) with (30) by replacing W by X and in view of (27), we get

4nA(X)− 2A(X) + 2(n− 1)B(X) + 2(n− 2)A(ξ)η(X) = 0. (31)

Further replacing W by X in (29) and then adding with (31), in view of (27) we
arrive at

3A(X) +B(X) = 0 �

5 Almost pseudo Ricci symmetric Sasakian manifold with respect
to quarter symmetric metric connection

A non-flat n-dimensional Riemannian manifold Mn (n ≥ 2) is said to be almost
pseudo Ricci symmetric Sasakian manifold with respect to quarter symmetric met-
ric connection if there exist 1-forms A and B such that

(∇̃X S̃)(Y,Z) = [A(X) +B(X)]S̃(Y, Z) +A(Y )S̃(X,Z) +A(Z)S̃(X,Y ). (32)

Theorem 3. There is no almost pseudo Ricci symmetric Sasakian manifold admit-
ting a quarter symmetric metric connection, unless 3A+B = 0 everywhere.

Proof. Assume that Mn is an almost pseudo Ricci symmetric Sasakian manifold
with respect to quarter symmetric metric connection. Replacing Z with ξ in (32)
and then using (25), we get

S(φX, Y ) + (1− 2n)g(φX, Y )

= [A(X) +B(X)]S̃(Y, ξ) +A(Y )S̃(X, ξ) +A(ξ)S̃(X,Y ). (33)

By substituting X = Y = ξ in (33) and then using (13), one can get

3A(ξ) +B(ξ) = 0. (34)
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Taking X = ξ in (33) and in view of (13), we have

0 = 2(n− 1){2A(ξ)η(Y ) +B(ξ)η(Y ) +A(Y )}. (35)

Putting Y = ξ in (33) and using (13), we get

0 = 2(n− 1){A(X) +B(X) + 2A(ξ)η(X)}. (36)

Adding (35) with (36) by replacing Y by X and in view of (34), we obtain

2(n− 1){2A(X) +B(X) +A(ξ)η(X)} = 0. (37)

Replacing Y by X in (35) and then adding with (37), in view of (34) we get

3A(X) +B(X) = 0. �
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