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Abstract. We consider state space equivalence and feedback equivalence in the context of (full-rank) left-invariant control systems on Lie groups. We prove that two systems are state space equivalent (resp. detached feedback equivalent) if and only if there exists a Lie group isomorphism relating their parametrization maps (resp. traces). Local analogues of these results, in terms of Lie algebra isomorphisms, are also found. Three illustrative examples are provided.

1 Introduction

Geometric control theory began in the late 1960s with the study of (nonlinear) control systems by using concepts and methods from differential geometry (cf. [14], [21]). In the spirit of Klein's Erlanger Programm, a way of understanding the structure of a class of (geometric) objects is to define equivalence relations (or group actions) and then to study their invariants. In order to understand the local geometry of general control systems one needs to introduce natural equivalence relations in the class of such systems or in various distinguished subclasses. We will consider (smooth) control systems of the form

$$\dot{x} = \Xi(x, u), \quad x \in M, \ u \in U$$

where the state space $M$ and the space of control parameters (shortly the input space) $U$ are smooth manifolds, and the map $\Xi : M \times U \to TM$ is smooth. ($\Xi$ defines a family of smooth vector fields on $M$, smoothly parametrized by the controls.) The class $U$ of admissible controls is contained in the space of all $U$-valued measurable maps defined on intervals of the real line $\mathbb{R}$ (see, e.g., [2], [14], [21]). We shall denote a control system (1) by $(M, \Xi)$ (cf. [3]). Let $\mathcal{X} = (\Xi_u = \Xi(\cdot, u))_{u \in U}$ be the associated family of vector fields (on $M$). The control system $\Sigma = (M, \Xi)$
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satisfies the Lie algebra rank condition (LARC) at \( x_0 \in M \) provided the Lie algebra (of vector fields on \( M \)) generated by \( \mathcal{X} \) spans the whole tangent space \( T_{x_0}M \).

The most natural equivalence relation for such control systems is equivalence up to coordinate changes in the state space. This is called state space equivalence. Two control systems \((M, \Xi)\) and \((M', \Xi')\) are called state space equivalent (shortly S-equivalent) if there exists a diffeomorphism \( \phi : M \to M' \) which transforms \( \Sigma \) to \( \Sigma' \); this amounts to saying that the diffeomorphism \( \phi \) conjugates the families \( \mathcal{X} \) and \( \mathcal{X}' \) (see [11]). S-equivalence is well understood. It establishes a one-to-one correspondence between the trajectories of the equivalent systems. However, this equivalence relation is very strong. We recall the following result due to Krener [16] and Sussmann [20] (see also [2], [21]).

**Proposition 1.** Let \( \Sigma \) and \( \Sigma' \) be two analytic control systems having the same input space \( U = U' \) and satisfying the LARC at \( x_0 \) and \( x'_0 \), respectively. Then they are (locally) S-equivalent at \( x_0 \) and \( x'_0 \), respectively, if and only if there exists a linear isomorphism \( \psi : T_{x_0}M \to T_{x'_0}M' \) such that the equality

\[
\psi \left[ \cdots [\Xi_{u_1}, \Xi_{u_2}], \cdots, \Xi_{u_k} \right] (x_0) = \left[ \cdots [\Xi'_{u_1}, \Xi'_{u_2}], \cdots, \Xi'_{u_k} \right] (x'_0)
\]

holds for any \( k \geq 1 \) and any \( u_1, \ldots, u_k \in U \). Furthermore, if in addition \( M \) and \( M' \) are simply connected and the vector fields \( \Xi_u \) and \( \Xi'_u \) are complete, then local state space equivalence implies global state space equivalence.

Therefore, there are so many S-equivalence classes that any general classification appears to be very difficult if not impossible. However, there is a chance for some reasonable classification in low dimensions.

Another fundamental equivalence relation for control systems is that of feedback equivalence. We say that two control systems \((M, \Xi)\) and \((M', \Xi')\) are feedback equivalent (shortly F-equivalent) if there exists a diffeomorphism \( \Phi : M \times U \to M' \times U' \) of the form

\[
\Phi(x, u) = (\phi(x), \varphi(x, u))
\]

which transforms the first system to the second. Note that the map \( \phi \) plays the role of a change of coordinates (in the state space), while the feedback transformation \( \varphi \) changes coordinates in the input space in a way which is state dependent. Two feedback equivalent control systems have the same set of trajectories (up to a diffeomorphism in the state space) which are parametrized differently by admissible controls. F-equivalence has been extensively studied in the last few decades (see [18] and the references therein). There are a few basic methods used in the study of F-equivalence. These methods are based either on (studying invariant properties of) associated distributions or on Cartan’s method of equivalence [9] or inspired by the Hamiltonian formalism [12]; also, another fruitful approach is closely related to Poincaré’s technique for linearization of dynamical systems. Feedback transformations play a crucial role in control theory, particularly in the important problem of feedback linearization [13]. The study of F-equivalence of general control systems can be reduced to the case of control affine systems (cf. [11]). For a thorough study of the equivalence and classification of (general) control affine systems, see [8].
In the context of left-invariant control systems, state space equivalence and feedback equivalence have not yet been considered in a general and systematic manner; we do so in this paper. Characterizations of state space equivalence and (detached) feedback equivalence are obtained: globally, in terms of Lie group isomorphisms (Theorems 1 and 3, respectively) and locally, in terms of Lie algebra isomorphisms (Theorems 2 and 4, respectively). A few examples exhibiting the use of (local) equivalences are provided.

2 Left-invariant control systems

Invariant control systems on Lie groups were first considered in 1972 by Brockett [7] and by Jurdjevic and Sussmann [15]. A left-invariant control system $\Sigma = (G, \Xi)$ is a control system evolving on some (real, finite-dimensional) Lie group $G$, whose dynamics $\Xi : G \times U \to TG$ are invariant under left translations, i.e., the push-forward $(L_g)_* \Xi_g = \Xi_u$ for all $g \in G$ and $u \in U$. (The tangent bundle $TG$ is identified with $G \times g$, where $g = T_1G$ denotes the associated Lie algebra.) Such a control system is described as follows (cf. [14], [2], [19], [17])

$$\dot{g} = \Xi(g, u), \quad g \in G, \ u \in U$$

where $\Xi(g, u) = g\Xi(1, u) \in T_gG$. (The notation $g\Xi(1, u)$ stands for the image of the element $\Xi(1, u) \in g$ under the tangent map of the left translation $dL_g = T_1L_g : g \to T_gG$.) The input space $U$ is a smooth manifold and admissible controls are piecewise continuous $U$-valued maps, defined on compact intervals $[0, T]$. The family $X = (\Xi_u = \Xi(\cdot, u))_{u \in U}$ consists of left-invariant vector fields on $G$. We further assume that the parametrization map $\Xi(1, \cdot) : U \to g$ is an embedding. This means that the image set $\Gamma = \text{im} \Xi(1, \cdot)$, called the trace of $\Sigma$, is a submanifold of $g$. By identifying (the left-invariant vector field) $\Xi(\cdot, u)$ with $\Xi(1, u) \in g$, we have that $\Gamma = \{\Xi_u : u \in U\}$. We say that $\Sigma$ has full rank if its trace generates the Lie algebra $g$ (i.e., $\text{Lie}(\Gamma) = g$). We note that $\Sigma$ satisfies the LARC at identity (and hence everywhere) if and only if $\Sigma$ has full rank.

A trajectory for an admissible control $u(\cdot) : [0, T] \to U$ is an absolutely continuous curve $g(\cdot) : [0, T] \to G$ such that $\dot{g}(t) = g(t)\Xi(1, u(t))$ for almost every $t \in [0, T]$.

We say that a system $\Sigma$ is controllable if for any $g_0, g_1 \in G$, there exists a trajectory $g(\cdot) : [0, T] \to G$ such that $g(0) = g_0$ and $g(T) = g_1$. Necessary conditions for controllability are that the group $G$ is connected and the system has full rank. Henceforth, we shall assume that all the systems under consideration have full rank and that all Lie groups under consideration are connected.

Left-invariant control affine systems are those systems for which the parametrization map $\Xi(1, \cdot) : \mathbb{R}^\ell \to g$ is affine. When the state space $G$ is fixed, we specify such a system $\Sigma$ by its parametrization map and simply write

$$\Sigma : \quad A + u_1B_1 + \cdots + u_\ell B_\ell.$$

$\Sigma$ is said to be homogeneous if $A = \Xi(1, 0) \in \text{span}(B_1, \ldots, B_\ell)$, i.e., $\Gamma$ is a linear subspace of $g$; otherwise $\Sigma$ is inhomogeneous.
3 State space equivalence

Let Σ = (G, Ξ) and Σ' = (G', Ξ') be left-invariant control systems with the same input space U. Then Σ and Σ' are called locally state space equivalent (shortly Sloc-equivalent) at points a ∈ G and a' ∈ G' if there exist open neighbourhoods N and N' of a and a', respectively, and a diffeomorphism φ : N → N' (mapping a to a') such that Tgφ · Ξ(g, u) = Ξ'(φ(g), u) for g ∈ N and u ∈ U. Systems Σ and Σ' are called state space equivalent (shortly S-equivalent) if this happens globally (i.e., N = G and N' = G').

Firstly, we characterize (global) S-equivalence.

**Lemma 1.** Let φ : G → G' be a diffeomorphism. The push-forward φ∗X of any left-invariant vector field X on G is left invariant if and only if φ is the composition of a Lie group isomorphism ḟ : G → G' and a left translation Lφ(1) on G', i.e., φ = Lφ(1) ◦ ḟ.

**Proof.** Suppose the push-forward φ∗X of any left-invariant vector field X on G is left invariant. By composition with an appropriate left translation, we may assume φ(1) = 1. Let A ∈ g and X(g) = gA be the corresponding left-invariant vector field. As φ∗X is left invariant, there exists A' ∈ g' such that

\[(φ∗X)(φ(g)) = φ(g)A'.\]

Thus, as φ maps the flow of X to the flow of φ∗X, we have that

\[φ(g exp(tA)) = φ(g) exp(tA')\]

for all g ∈ G. Consequently, we find that

\[φ(g exp(A)) = φ(g)φ(exp(A))\]

for all g ∈ G, A ∈ g. As any element g ∈ G can be written as a finite product

\[g = exp(A_1) exp(A_2) \cdots exp(A_k)\]

where A₁, . . . , Aₖ ∈ g, it follows that φ is a Lie group homomorphism (and hence an isomorphism). The converse is trivial. □

**Theorem 1.** Σ and Σ' are S-equivalent if and only if there exists a Lie group isomorphism φ : G → G' such that T₁φ · Ξ(1, u) = Ξ'(1, u) for all u ∈ U.

**Proof.** Suppose that Σ and Σ' are S-equivalent. There exists a diffeomorphism φ : G → G' such that φ∗Ξ_u = Ξ'_u for u ∈ U. Moreover,

\[φ∗[Ξ_u, Ξ_ū] = [φ∗Ξ_u, φ∗Ξ_ū] = [Ξ'_u, Ξ'_ū]\]

for u, ū ∈ U. The same holds true for higher order brackets, i.e.,

\[φ∗[\cdots [Ξ_{u₁}, Ξ_{u₂}], \ldots, Ξ_{uₖ}] = [\cdots [Ξ'_{u₁}, Ξ'_{u₂}], \ldots, Ξ'_{uₖ}]\].
As $\Sigma$ has full rank, it follows that $\{\Xi_u : u \in U\}$ generates $g$. Hence, as the Lie bracket of any two left-invariant vector fields is left invariant, it follows that the push-forward $\phi_* X$ of any left-invariant vector field $X$ on $G$ is left invariant. By composition with an appropriate left-translation, we may assume that $\phi(1) = 1$. Thus $T_1\phi \cdot \Xi(1, u) = \Xi'(1, u)$ and, by Lemma 1, $\phi$ is a Lie group isomorphism.

Conversely, suppose that $\phi : G \to G'$ is a Lie group isomorphism as prescribed. Then $\phi \circ L_g = L_{\phi(g)} \circ \phi$ and so

$$T_g\phi \cdot \Xi(g, u) = T_1 L_{\phi(g)} \cdot T_1 \phi \cdot \Xi(1, u) = \Xi'(\phi(g), u).$$

We now turn to $S_{\text{loc}}$-equivalence. Note that (by left translation) $\Sigma$ and $\Sigma'$ are $S_{\text{loc}}$-equivalent at $a \in G$ and $a' \in G'$ if and only if they are $S_{\text{loc}}$-equivalent at $1 \in G$ and $1 \in G'$. We give a characterization of $S_{\text{loc}}$-equivalence, analogous to Theorem 1. The result may be proved by “localizing” the argument made in the proof of Theorem 1, or by considering the covering systems on the simply connected universal covering groups (cf. [3]) and applying Theorem 1; the result also follows as a fairly direct consequence of Proposition 1.

**Theorem 2.** $\Sigma$ and $\Sigma'$ are $S_{\text{loc}}$-equivalent if and only if there exists a Lie algebra isomorphism $\psi : g \to g'$ such that $\psi \cdot \Xi(1, u) = \Xi'(1, u)$ for all $u \in U$.

**Remark 1.** As left-invariant vector fields are complete, $S_{\text{loc}}$-equivalence implies $S$-equivalence when the state spaces are simply connected (Proposition 1). This fact can also be readily deduced from Theorems 1 and 2 by use of the following classic result: Let $G$ and $G'$ be connected and simply connected Lie groups with Lie algebras $g$ and $g'$, respectively. If $\psi : g \to g'$ is a Lie algebra isomorphism, then there exists a unique Lie group isomorphism $\phi : G \to G'$ such that $T_1 \phi = \psi$ (see, e.g., [10]).

We conclude the section with an example of the classification, under $S_{\text{loc}}$-equivalence, of a class of systems on the three-dimensional Euclidean group.

**Example 1.** Any two-input inhomogeneous control affine system on the Euclidean group $SE(2)$ is $S_{\text{loc}}$-equivalent to exactly one of the following systems

$$\begin{align*}
\Sigma_{1,\alpha\beta\gamma} : & \alpha E_3 + u_1(E_1 + \gamma_1 E_2) + u_2(\beta E_2) \\
\Sigma_{2,\alpha\beta\gamma} : & \beta E_1 + \gamma_1 E_2 + \gamma_2 E_3 + u_1(\alpha E_3) + u_2 E_2 \\
\Sigma_{3,\alpha\beta\gamma} : & \beta E_1 + \gamma_1 E_2 + \gamma_2 E_3 + u_1(E_2 + \gamma_3 E_3) + u_2(\alpha E_3).
\end{align*}$$

Here $\alpha > 0$, $\beta \neq 0$ and $\gamma_1, \gamma_2, \gamma_3 \in \mathbb{R}$, with different values of these parameters yielding distinct (non-equivalent) class representatives. (The standard basis elements $E_1, E_2, E_3$ of the Lie algebra $\mathfrak{se}(2)$ have commutator relations given by $[E_2, E_3] = E_1$, $[E_3, E_1] = E_2$, and $[E_1, E_2] = 0$.) For a classification, under $S_{\text{loc}}$-equivalence, of full-rank left-invariant control affine systems on $SE(2)$, see [1].

Indeed, the group of automorphisms of $\mathfrak{se}(2)$ is

$$\text{Aut}(\mathfrak{se}(2)) = \left\{ \begin{bmatrix} x & y & v \\ -\zeta y & \zeta x & w \\ 0 & 0 & \zeta \end{bmatrix} : x, y, v, w \in \mathbb{R}, x^2 + y^2 \neq 0, \zeta = \pm 1 \right\}.$$
Let $\Sigma = (\mathfrak{SE}(2), \Xi)$,

$$\Xi(1, u) = \sum_{i=1}^{3} a_i E_i + u_1 \sum_{i=1}^{3} b_i E_i + u_2 \sum_{i=1}^{3} c_i E_i,$$

or in matrix form

$$\Sigma : \begin{bmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{bmatrix}.$$

It is then straightforward to show that there exists an automorphism $\psi \in \text{Aut}(\mathfrak{se}(2))$ such that

$$\psi \cdot \begin{bmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ \alpha & 0 & 0 \\ \beta \end{bmatrix}$$

if $b_3 = 0, c_3 = 0$

or

$$\psi \cdot \begin{bmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{bmatrix} = \begin{bmatrix} \beta & 0 & 0 \\ \gamma_1 & 0 & 0 \\ \gamma_2 \end{bmatrix}$$

if $b_3 \neq 0, c_3 = 0$

or

$$\psi \cdot \begin{bmatrix} a_1 & b_1 & c_1 \\ a_2 & b_2 & c_2 \\ a_3 & b_3 & c_3 \end{bmatrix} = \begin{bmatrix} \beta & 0 & 0 \\ \gamma_1 & 1 & 0 \\ \gamma_2 & \gamma_3 & \alpha \end{bmatrix}$$

if $c_3 \neq 0$.

Thus $\Sigma$ is $S_{\text{loc}}$-equivalent to $\Sigma_{1,\alpha\beta\gamma}, \Sigma_{2,\alpha\beta\gamma}, \text{ or } \Sigma_{3,\alpha\beta\gamma}$. It is a simple matter to verify that these class representatives are non-equivalent.

## 4 Detached feedback equivalence

We specialize feedback equivalence in the context of left-invariant control systems by requiring that the feedback transformations are $G$-invariant. Let $\Sigma = (G, \Xi)$ and $\Sigma' = (G', \Xi')$ be left-invariant control systems. Then $\Sigma$ and $\Sigma'$ are called locally detached feedback equivalent (shortly $DF_{\text{loc}}$-equivalent) at points $a \in G$ and $a' \in G'$ if there exist open neighbourhoods $N$ and $N'$ of $a$ and $a'$, respectively, and a diffeomorphism

$$\Phi : N \times U \to N' \times U', \quad (g, u) \mapsto (\phi(g), \varphi(u))$$

such that $\phi(a) = a'$ and $T_g \phi \cdot \Xi(g, u) = \Xi'(\phi(g), \varphi(u))$ for $g \in N$ and $u \in U$. Systems $\Sigma$ and $\Sigma'$ are called detached feedback equivalent (shortly $DF$-equivalent) if this happens globally (i.e., $N = G$ and $N' = G'$).

We firstly characterize DF-equivalence. (The argument is very similar to the one used in the proof of Theorem 1.)

**Theorem 3.** $\Sigma$ and $\Sigma'$ are $DF$-equivalent if and only if there exists a Lie group isomorphism $\phi : G \to G'$ such that $T_1 \phi \cdot \Gamma = \Gamma'$. 
Proof. Suppose that Σ and Σ′ are DF-equivalent. There exists diffeomorphisms φ : G → G′ and ϕ : U → U′ such that φ∗Ξ_u = Ξ′_ϕ(u) for u ∈ U. Moreover,

\[ φ∗[Ξ_u,Ξ_ū] = [φ∗Ξ_u,φ∗Ξ_ū] = [Ξ′_ϕ(u),Ξ′_ϕ(ū)] \]

for u, ū ∈ U and similarly for higher order brackets. Therefore it follows that the push-forward φ∗X of any left-invariant vector field X on G is left invariant. By composition with an appropriate left-translation, we may assume that φ(1) = 1. Thus

\[ T_1 φ · Ξ(1,u) = Ξ′(1,ϕ(u)) \]

and so \( T_1 φ · Γ = Γ′ \). Also, by Lemma 1, φ is a Lie group isomorphism.

Conversely, suppose that φ : G → G′ is a Lie group isomorphism as prescribed. As \( T_1 φ · Γ = Γ′ \), there exists a unique diffeomorphism \( φ : U → U′ \) such that

\[ T_1 φ · Ξ(1,u) = Ξ′(1,ϕ(u)). \]

Hence, as \( φ ∘ L_g = L_{φ(g)} ∘ φ \), it follows that

\[ T_g φ · Ξ(g,u) = T_1 φ(g) · T_1 φ · Ξ(1,u) = Ξ′(phi(g),ϕ(u)). \]

\( □ \)

Remark 2. Systems Σ and Σ′ are F-equivalent if there exists a diffeomorphism \( φ : G → G′ \) such that (the push-forward) \( φ∗F = F′ \). Here \( g ↦ F(g) = gΓ \) is the field of admissible velocities. The specialization to DF-equivalence corresponds to the existence of a Lie group isomorphism \( φ \) such that \( φ∗F = F′ \). Thus F-equivalence is weaker than DF-equivalence. For example, suppose \( Γ = g, Γ′ = g′, \) and G is diffeomorphic to G′. Then Σ and Σ′ are F-equivalent. However, Σ and Σ′ will be DF-equivalent only if G and G′ are, in addition, isomorphic as Lie groups.

We now proceed to \( DF_{loc} \)-equivalence. We point out that systems Σ and Σ′ are \( DF_{loc} \)-equivalent at \( a ∈ G \) and \( a′ ∈ G′ \) if and only if they are \( DF_{loc} \)-equivalent at \( 1 ∈ G \) and \( 1 ∈ G′ \). We give a characterization of \( DF_{loc} \)-equivalence, analogous to Theorem 3. As with S-equivalence, the result may be proved by “localizing” the argument made in the proof of Theorem 3, or by considering the covering systems on the simply connected universal covering groups (cf. [3]) and applying Theorem 3. Alternatively, one can make use of the fact that any \( DF_{loc} \)-equivalence (resp. DF-equivalence) transformation decomposes into a \( S_{loc} \)-equivalence (resp. S-equivalence) transformation and a reparametrization (by which we mean a transformation of the form \( Ξ′(g,u) = Ξ(g,ϕ(u)) \)).

**Theorem 4.** Σ and Σ′ are \( DF_{loc} \)-equivalent if and only if there exists a Lie algebra isomorphism \( ψ : g → g′ \) such that \( ψ · Γ = Γ′ \).

**Remark 3.** As with S-equivalence, we have that \( DF_{loc} \)-equivalence implies DF-equivalence when the state spaces are simply connected (cf. Remark 1).

We revisit the class of systems considered in Example 1 and, in contrast, now classify these systems up to \( DF_{loc} \)-equivalence. We also give an example of the classification of a class of systems on another three-dimensional Lie group, namely the pseudo-orthogonal group.
Example 2. Any two-input inhomogeneous control affine system on $\text{SE}(2)$ is $\text{DF}_{\text{loc}}$-equivalent to exactly one of the following systems (see [6])

$$
\Sigma_1 : \quad E_1 + u_1 E_2 + u_2 E_3 \\
\Sigma_{2,\alpha} : \quad \alpha E_3 + u_1 E_1 + u_2 E_2.
$$

Here $\alpha > 0$ parametrizes a family of class representatives, each different value corresponding to a distinct non-equivalent representative.

Indeed, let $\Sigma = (\text{SE}(2), \Xi)$ be an inhomogeneous system with trace

$$
\Gamma = \sum_{i=1}^3 a_i E_i + \left(\sum_{i=1}^3 b_i E_i, \sum_{i=1}^3 c_i E_i\right).
$$

If $c_3 \neq 0$ or $b_3 \neq 0$, then

$$
\Gamma = a'_1 E_1 + a'_2 E_2 + (b'_1 E_1 + b'_2 E_2, c'_1 E_1 + c'_2 E_2 + E_3).
$$

Now either $b'_1 \neq 0$ or $b'_2 \neq 0$, and so

$$
\begin{bmatrix}
  b'_2 & -b'_1 \\
  b'_1 & b'_2
\end{bmatrix}
\begin{bmatrix}
  v_1 \\
  v_2
\end{bmatrix} =
\begin{bmatrix}
  a'_2 \\
  a'_1
\end{bmatrix}
$$

has a unique solution (with $v_2 \neq 0$). Therefore

$$
\psi =
\begin{bmatrix}
  v_2 b'_2 & v_2 b'_1 & c'_1 \\
  -v_2 b'_1 & v_2 b'_2 & c'_2 \\
  0 & 0 & 1
\end{bmatrix}
$$

is an automorphism such that

$$
\psi \cdot \Gamma_1 = \psi \cdot (E_1 + (E_2, E_3)) = \Gamma.
$$

Thus $\Sigma$ is $\text{DF}_{\text{loc}}$-equivalent to $\Sigma_1$. On the other hand, suppose $b_3 = 0$ and $c_3 = 0$. Then $\Gamma = a_3 E_3 + (E_1, E_2)$. Hence $\psi = \text{diag}(1, 1, \text{sgn}(a_3))$ is an automorphism such that $\psi \cdot \Gamma = \alpha E_3 + (E_1, E_2)$ with $\alpha > 0$. Thus $\Sigma$ is $\text{DF}_{\text{loc}}$-equivalent to $\Sigma_{2,\alpha}$. As the subspace $(E_1, E_2)$ is invariant (under automorphisms), $\Sigma_1$ and $\Sigma_{2,\alpha}$ cannot be $\text{DF}_{\text{loc}}$-equivalent. It is easy to show that $\Sigma_{2,\alpha}$ and $\Sigma_{2,\alpha'}$ are $\text{DF}_{\text{loc}}$-equivalent only if $\alpha = \alpha'$.

Example 3. Any two-input homogeneous control affine system on the pseudo-orthogonal group $\text{SO}(2,1)$ is $\text{DF}_{\text{loc}}$-equivalent to exactly one of the following systems (see [4])

$$
\Sigma_1 : \quad \Xi_1(1,u) = u_1 E_1 + u_2 E_2 \\
\Sigma_2 : \quad \Xi_2(1,u) = u_1 E_2 + u_2 E_3.
$$

(Here the commutator relations are given by $[E_2, E_3] = E_1$, $[E_3, E_1] = E_2$, and $[E_1, E_2] = -E_3$.)
Indeed, the group of automorphisms of $\mathfrak{so}(2,1)$ is

$$\text{Aut}(\mathfrak{so}(2,1)) = \text{SO}(2,1) = \{ g \in \mathbb{R}^{3 \times 3} : g^\top J g = J, \det g = 1 \}.$$ 

Here $J = \text{diag}(1,1,-1)$ and each automorphism $\psi$ is identified with its corresponding matrix $g$. The Lorentzian product $\odot$ on $\mathfrak{so}(2,1)$ is given by

$$A \odot B = a_1 b_1 + a_2 b_2 - a_3 b_3.$$ 

(Here $A = \sum_{i=1}^{3} a_i E_i$ and $B = \sum_{i=1}^{3} b_i E_i$.) Any automorphism $\psi$ preserves $\odot$, i.e.,

$$(\psi \cdot A) \odot (\psi \cdot B) = A \odot B.$$ 

Let $\Sigma$ be a system with trace $\Gamma = \langle A, B \rangle$. The sign $\sigma(\Gamma)$ of $\Gamma$ is given by

$$\sigma(\Gamma) = \text{sgn} \left( \begin{vmatrix} A \odot A & A \odot B \\ A \odot B & B \odot B \end{vmatrix} \right).$$ 

($\sigma(\Gamma)$ does not depend on the parametrization.) As $\odot$ is preserved by automorphisms, it follows that $\sigma(\psi \cdot \Gamma) = \sigma(\Gamma)$. A straightforward computation shows that if $\sigma(\Gamma) = 0$, then $\Sigma$ does not have full rank.

Suppose $\sigma(\Gamma) = -1$. Then we may assume that $a_3 \neq 0$ or $b_3 \neq 0$. Hence

$$\Gamma = \langle a'_1 E_1 + a'_2 E_2 + E_3, r \sin \theta E_1 + r \cos \theta E_2 \rangle.$$ 

Thus

$$\psi = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix}$$ 

is an automorphism such that $\psi \cdot \Gamma = \langle a''_1 E_1 + E_3, E_2 \rangle$. Now, as $\sigma(\psi \cdot \Gamma) = -1$, we have $(a''_1)^2 - 1 < 0$ and so $\psi \cdot \Gamma = \langle \sinh \vartheta E_1 + \cosh \vartheta E_3, E_2 \rangle$. Therefore

$$\psi' = \begin{bmatrix} \cosh \vartheta & 0 & -\sinh \vartheta \\ 0 & 1 & 0 \\ -\sinh \vartheta & 0 & \cosh \vartheta \end{bmatrix}$$ 

is an automorphism such that $\psi' \cdot \psi \cdot \Gamma = \langle E_3, E_2 \rangle$. Thus $\Sigma$ is $\text{DF}_{\text{loc}}$-equivalent to $\Sigma_1$.

If $\sigma(\Gamma) = 1$, then a similar argument shows that there exists an automorphism $\psi$ such that $\psi \cdot \Gamma = \langle E_1, E_2 \rangle$ (and so $\Sigma$ is $\text{DF}_{\text{loc}}$-equivalent to $\Sigma_2$). Lastly, $\Sigma_1$ and $\Sigma_2$ are non-equivalent systems, as $\sigma(\Gamma_1) = 1$ and $\sigma(\Gamma_2) = -1$.

### 5 Conclusion

In recent decades, attention has been drawn to invariant control systems evolving on (matrix) Lie groups of low dimension. We believe that this paper facilitates the structuring and comparison of such systems. We summarize the results in a table (see the next page).
The (four) characterizations of equivalences provide efficient means to classify various distinguished subclasses of left-invariant control systems. For instance, if one considers the problem of classifying under $DF_{loc}$-equivalence, one may restrict to systems with a fixed Lie algebra $\mathfrak{g}$. $\Sigma$ and $\Sigma'$ are then $DF_{loc}$-equivalent if and only if their traces $\Gamma$ and $\Gamma'$ are equivalent under the relation

$$
\Gamma \sim \Gamma' \iff \exists \psi \in \text{Aut}(G), \psi \cdot \Gamma = \Gamma'.
$$

This reduces the problem of classifying control affine systems (under $DF_{loc}$-equivalence) to that of classifying affine subspaces of $\mathfrak{g}$. In the case of control affine systems evolving on three-dimensional Lie groups, a full classification under $DF_{loc}$-equivalence has been obtained in [4], [5], [6].
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